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Abstract

In natural language, vagueness abounds. In the senfemceserved approximately 50
sandwichesfor example, there is potential indeterminacy in what ¢sw@s a sandwich, what
counts as an event of serving, and what quantities qualifgpasoximately fifty In this dis-
sertation | explore sentences like these in the context ofquestionsi) What is the nature
of vagueness? an) How should quantifiers be analyzed? | address these qnedticough
case studies of a variety of modifiers, focusingapproximatelymaybe andabout as inJohn
served approximately/maybe/about 50 sandwich@smparing modal modifiers likenaybe
to non-modal modifiers likapproximately | argue that vagueness is a systematically hetero-
geneous phenomenon by identifying fundamental differemt¢he vague readings these two
classes of modifiers produce. In particular, | highlightititffering felicity in contexts that
do not allow certain intermediate-value interpretati@ugh adt’'s Susan’s birthday today, and
she’s maybe/#approximately thirfgere Susan can be exactly 30, 31, etc., but not 30.5, etc.).
| further use this contrast to identify modal content in niieds like aboutandlike that previ-
ously received non-modal accounts. The modal account laleveakes a range of predictions,
and | investigate in depth the modal concord readings itiptedIn doing so, | uncover sur-
prising concord readings between modal modifiers and risitumation. To account for this,
| provide a semantic account of rising intonation as an epigt possibility operator. Finally,
as a key issue in answering questions(d i) is understanding the compositional interaction
between these modifiers and the items they modify, | invasgiguantifier composition. | focus
in particular onapproximatelyandabout which | argue support a decompositional approach
to quantifiers due to their distribution across differemtagtic constructions and the different
categories of items over which they quantify (e\Myhat John served was approximately {50
sandwiches/beef stroganoff}. John served approximately {50 sandwiches/#beef strofjlgnof
Taken together, the denotations of these modifiers | devatopthe means | provide for their
composition account for a range of behaviors support a bgésieous view of vagueness and
decompositional approach to quantifiers.
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1 Introduction

Natural language provides many ways to mark our utterances as vaglienderstanding this
vagueness has long been an important study in semantics and pragmattits dissertation, | in-
vestigate vagueness through the lens of approximation, shedding lighe mstie of heterogeneity
in vagueness. In particular, | address two large questions in the seméat&ire, as described
below.

1.What is the nature of vagueness?

*|s it a homogeneous phenomenon?
—If not, what sub-types are there and why?

(1) 2.How should quantifiers be analyzed?
What are quantifiers?

*Are quantifiers compositional?

—How do they compose?

What is the nature of vagueness? A wide range of modifiers mark phenomena that have been
characterized as vagueness, approximation, hedging. A recerdfanterest in formal semantics
and pragmatics has been in understanding to what extent these relatesngina differ, and to
what extent they are in fact the same (Pinkal 1995; Kennedy 200&ri&ad and Stateva 2007).
For example, Sauerland and Stateva (2007) note a distributional difeegenong the modifiers,
illustrated in (2). Here we see that non-modpproximatelycan combine with numerals liKity,

but it cannot combine with expressions likeef stroganoffModal maybe however, can combine
with beef stroganoff

2) a. John served approximately fifty sandwiches.
b. #John served approximately beef stroganoff.
c. John served maybe beef stroganoff.

Sauerland and Stateva use this asymmetry to construct an analysis wheseidlifferent types of
modifiers lead to different types of vagueness, and | likewise take datdnigkas evidence that not
all vagueness is alike. This raises several important questions aboatthre of vague phenomena,
including exactly which phenomena fall under this general category aatittve parameters of such
a category would be. In this dissertation, | provide answers.

| build on Sauerland and Stateva’s analysis, providing an explicit at@fuhe approximative
readings these modifiers produce. | focus on contrasts betweenseslige (3b)-(3c) to highlight

INote that the intonational contours favored by these modifiers differ.



novel and fundamental differences between modal-induced and ndaHimoluced vagueness.

3) a. John served fifty sandwiches (imprecise)
b. John served approximately fifty sandwiches (vague, non-modal)
c. John served maybe fifty sandwiches (vague, modal)

Most notably, I identify the modals’ ability to license discontinuous alternaiigieined below in
(41)). This contrast is seen most clearly in examples like (4).

(4) a. It's Susan’s birthday today, and she’s thirty. (imprecise)
b. #It's Susan’s birthday today, and she’s approximately thirty. (vagoe-modal)
c. It's Susan’s birthday today, and she’s maybe thirty. (vague, modal)

As a whole, | argue for a heterogeneous view of vagueness, onéttiided not only by
(im)precision of an expression, but also by whether or not the vagaesgenerated through modal
content. This argument is developed through case studies of the interlaetioeen vague expres-
sions and their modifiers. In particular, | target the interaction betweeteaptsmodal modifiers
and the scalars they modify in sentences like (5).

(5)  There were maybe20 people at the party.
—_—— ~—~

modal Scalar

| identify behavior unique to these modal-containing vague readings, Whisé to support a het-
erogeneous view of vagueness. | then demonstrate that this behawgios owt only between
scalars and (recognized) modals, but also between scalars and ottiGerapincludinglike and
about which have not traditionally been treated as modal. Based on this behawionjunction
with other characteristically modal behaviors (e.g. participation in modalardhcl reanalyze
these modifiers as modal. | then examine the behavior of modal modifiers isidgrintonation,
and, finding it to be modal in nature, | propose a new modal analysis of isianation.

How should quantifiers be analyzed? The modifiers that | focus on in this dissertation form
a syntactic unit with a range of items, including numerals, nominals, and detesmiiie un-
derstand their behavior as a unit, we must also understand the compositienattions of their
parts. Through the investigation of modals | present, and in particular nqodatifiers, | provide
evidence in favor of a decompositional approach to quantification, iiogusn the distributional
asymmetries represented in (6)-(7).

(6) a. Johnserved approximately/ about 50 sandwiches.
John served #approximately/#about beef stroganoff.

o

(7 a. What John served was approximately/ about 50 sandwiches.
What John served was approximately/#about beef stroganoff.

o



I discuss the distribution of these modifiers in combination with numerals épgyroximately
50) and with non-scalar expressions (ebgef stroganoffthat have been coerced into a scalar read-
ing (e.g.approximately beef strogangf and | show their distribution to follow from the argument
requirements under the decompositional analysis | adopt, which builds Efickl (2000). These
comparisons also bring to light a contrast among quantifiers in their ability to ynodii-scalar
items, demonstrated in (8).

(8) a. What John served was {approximately/about/around/a goodshitgwiches.
b. What John served was {approximately/#about/#around/#a goodsbeganoff.

If quantifiers are compositional, as | argue, one would expect then torgsgse in a predictable
way into a fixed set of items that combine according to some grammar. The fakewnport
from Hackl (2000) forms quantifiers from an inventory of three elemeatslegree function, a
degree quantifier, and a measure phrase. Through the extensi@pober | maintain this basic
inventory, and this generates the interesting generalization that all medwases, fronfifty to
scalar uses dieef stroganoffare uniformly (coerced into) typaé(egree) (cf. Kennedy 2011, a.0).

1.1 Vagueness

Vagueness has a long been an area of philosophical interest, andéated topics have spawned
a host of at times overlapping and inconsistent definitions. Generallyxibterce of borderline
cases has been taken to be the hallmark of vagueness (SorenserF2lld2jng Kennedy (2011)

| will consider vague sentences to have three distinguishing charactefistic

9) Distinguishing characteristics of vagueness
1. Contextual variability of truth conditions
2. The existence of borderline cases
3. Giving rise to the sorites paradox

2These coerced readings were not investigated in Sauerland and $28@¥va

3Cf. Smith (2008); Egré and Klinedinst (2011); Burnett (2012), wke borderline cases (objects which are neither
clearly p or —p), blurred/fuzzy boundaries (inability to pinpoint the transition frpnio —p), and susceptibility to the
Sorites Paradox. See also Keefe (2000).



To illustrate these, Kennedy uses the example sentence in (10), whenatlablg adjectiveex-
pensives considered to be the source of vagueness.

(10)  The coffee in Rome is expensive. (Kennedy 2011, p. 520)

The contextual variability of truth conditions in this sentence are due to its trutiisity being
reliant on an implicit comparisonThis can be seen in contexts and sentences in (11), where in one
context, (10) is true, while in the other it is not.

(11 a. [Comparing Rome and home, where the price of coffee in Romessaidy greater
than the price of coffee from home]
The coffee in Rome isn't expensive. (= false)
b. [Comparing Rome and Nome, where the price of coffee in Nome is drastigatyer
than the price of coffee in Rome]
The coffee in Rome isn’t expensive. (= true)

Kennedy highlights the existence of borderline cases in (10) by comppriogs as in (12).
While there are cases that can be confidently classified as ‘expeasivet expensive’ in a given
context, there are still borderline cases which cannot be classified as eith

(12) a. The Mud blend at $1.50/pouréd not expensive
b. The Organic Kona at $20/pound expensive
c. The Swell Start Blend at $9.25/pound ?

And finally, he demonstrates how, even when the context is fixed and dyabepensive case
has been identified, the Sorites Paradox emerges.

4 Following Kennedy and McNally (2005); Kennedy (2007, a.0.), ghid adjectives are adjectives that map their
arguments to degrees (e.gohn is six feet talmaps John's height to 6 feet). These degrees can be comparedausing
variety of degree modifiers (e.gore less very, too, enough). An example of this is shown in (ia), which contrasts with
the non-gradable adjectiaomicin (ib).

0] a. John is very tall.
b.  #That bomb is very atomic. (Kennedy and McNally 2005, p. 347)

Gradable adjectives come in two varieties, relative and absolute. Rejedittable adjectives (e.fpng, old, expensive
tall, shorf) map to some contextually-supplied standard (or for some, the degmérecspecified by a measure phrase, e.g.
6 feet tal). Absolute gradable adjectives, on the other hand, do not rely ontextoally-supplied standard, and they are
classified as either maximum-standard or minimum standard. Maximurdesthadjectives (e.dull, empty dry, open
closed map to an endpoint (e.dull maps to endpoint or maximum degree on a scale of fullness). Minimumaate
adjectives map to any above-zero point (evetmaps to any non-zero degree on a scale of wetness).

SContextually-variable truth conditions alone are not sufficient for vagse (e.g. indexicals likeandnow, rela-
tional nouns likecitizenandmother see Van Rooij (2011), Kennedy (2011)).



(13) P1. A $5 cup of coffee is expensive (for a cup of coffee). er(Kedy 2011, p. 520)
P2. Any cup of coffee that costs 1 cent less than an expensive orpaasve (for a cup
of coffee).

C. Therefore, any free cup of coffee is expensive.

Here, by accepting the premises in P1 and P2, which appear true, ong tie tha conclusion in C,
which is clearly fals€. For an overview of accounts of these phenomena, see Kennedy)(RXld
more in-depth look, see Williamson (1994); Keefe and Smith (1997); Fat&\&liamson (2002).

A large focus in the literature has been on determining what kind of logicersggs requires.
For example, can borderline cases be adequately accounted for irdarstamo-value (true/false)
logic? Does it require a third value, or perhaps even infinite values? eTétagies often treat
vagueness as a unified phenomenon (cf. Fine 1975; Lewis 1979% REED; Fara 2000; Smith
2008; Egré and Klinedinst 2011, a.0.), but some have questioned wiatheeness is best treated
this way (cf. Pinkal 1995; Soames 1999; Kennedy and McNally 2005nkdy 2007; Sauerland
and Stateva 2007; Morzycki 2011; Husband 2011, a.0.). They poirnilits ke those in (14),
which separates scalar expressions from non-scalar expresaibremgh that will not be explored
in this dissertatior()® and expressions that naturally allow a precise interpretation from those tha
do not. This contrast will be explored in Section 1.1.1.

(14) vague expressions
not scalar scalar
e.g.furniture, vehicle /\
precisifiable not precisifiable

e.g.ten dry, empty e.g.tall, expensive

6To see this in greater detail, note that if you accept P1 and P2, then &@8% &4 of coffee is expensive. Then if
any $499 cup of coffee is expensive, any.$8 cup of coffee is expensive, ..., and if any@&Dcup of coffee is expensive,
then any $0 cup of coffee is expensive.

7Soames (1999) refers to the class of scalar predicates as SoritésafEedecause the can lead to the Sorites
Paradox, discussed above.

8 Scalars are terms that make reference to an ordered set of dégyeésll references an ordered set of degrees of
height). A scale, as defined in Burnett (2012), can be thought of &ipfa (Dy, >, @), whereD is a set,> is an ordering
onDy, andgis a dimension (i.e. height, baldness etc.),” (Burnett 2012, p. 2@8#).ao0 Cresswell (1976); Rotstein and
Winter (2004); Kennedy and McNally (2005).



1.1.1 Vagueness and imprecision

Following the criteria outlined in (9), relative gradable adjectives ékpensivddemonstrated in
(13)) andtall are clearly vague, as are nouns llkeap Absolute gradable adjectives liell and
bald can likewise emerge as vague. For example, note the Sorites Paraddulinitt{15).

(15) P1. A cup of coffee filled to the brim is(/can be called) a full cup dfem
P2. Any cup of coffee that contains one drop less than a full cup ééedd(/can be called)
a full cup of coffee.
C. Therefore, any empty cup of coffee is(/can be called) a full cupfiée.

On ‘round’ readings, numerals likere also appear to be vague.

(16)  P1. A $4.99/$5.00 cup of coffee can be called a $5 cup of coffee.
P2. Any cup of coffee that costs 1 cent less than what can be calledw@p$% coffee can
be called a $5 cup of coffee.
C. Therefore, any free cup of coffee is a $5 cup of coffee.

Under an exact reading of absolute gradable adjective and numeraisyédr, P2 can be rejected. |
will refer to these expressions asprecise

(17)  Imprecision: the vague behavior demonstrated by predicates in imprecise contexts, wher
the same predicate in some precise context does not demonstrate vaguerbeh

These varying contexts are exemplified below. In (18), precision is natritaupt, sdull can be used
to describe a theater that is at capacity, as well as one that simply contaimpenpie than usual.
In (19), however, precision is important, as the difference betweeapaiity and simply containing
more people than usual is relevant, and we find that imprecise descriptéonstacceptable.

(18) Low-precision contexts
a. [Describing a movie theater where every seat is occupied to the pettsiog next to
you]
The theater is full.
b. [Describing a movie theater where more seats than usual are occuplederson
sitting next to you]
The theater is full.

(29) High-precision contexts
a. [Describing a movie theater where every seat is occupied to the tidleztssethat he
knows whether or not he can sell more tickets]
The theater is full.
b. [Describing a movie theater where more seats than usual are occujtfesl ttoket
seller so that he knows whether or not he can sell more tickets]



#The theater is full.

We see the same contrast in (20) and (21). In (20), precision is not tampsofive can be
used to describe the price of a cup of coffee that cost $5.00 exacthelhas one that cost $4.50.
In (21), where the difference between $5.00 and $5.00 is relevacisjme is important.

(20) Low-precision contexts

a. [Casually describing a cup of coffee that costs $5.00]
This cup of coffee costs five dollars.

b. [Casually describing a cup of coffee that costs $4.50]
This cup of coffee costs five dollars.

(22) High-precision contexts
a. [Cashier describing a cup of coffee that costs $5.00 to the custonyearéheinging

up]
This cup of coffee costs five dollars.

b. [Cashier describing a cup of coffee that costs $4.50 to the custonyearbeinging
up]
#This cup of coffee costs five dollars.

Note that relative gradable adjectives légpensivandtall can have specific interpretations in
the right context.

(22) According to store policy, coffee that costs $5 or more per cuprisidered ‘expensive’.
Yours only cost $4.99, so it's not expensive.

(23) The manufacturer specifies that pants with legs 33 inches or lorggéall. These have a
32.5 inch inseam, so they are not tall.

This precise reading, however is typically not available to relative gtadatiectives, so | will
not consider these to be imprecfs&:11 Below | will focus on imprecision-type vagueness and its

9Note also that precise uses of relative gradable adjectives rob theriragitadability. For example, these adjectives
in their precise sense cannot appear with degree modifiergdile

0] According to store policy, coffee that costs $5 or more per cup isidened ‘expensive’. Yours cost $20, so it’s

(#very) ‘expensive’.

10see also Burnett (2012)’'s argument for natural precisificationlafive gradable adjectives.

11pinkal (1995) contrasts these uses with what he calfsral precisificationwhich numerals and absolute gradable
adjectives allow. His example of unnatural precisification (Pinkal 1§9800):

() a. Isthe Santa Maria fast?



associated modifiers.

There are a variety of views on imprecision. Kennedy (2007), for el@ngpnsiders impre-
cision to be “a phenomenon that is distinct from vagueness, though typeatits alongside it,”
(Kennedy 2007, p. 24) . | will assume that vague behavior matchesitegacin (9), and some
(what I call inherently vague) expressions always show this behaviole some (what | call con-
textually vague or imprecise) expressions only sometimes show this beh@hisrdistinction is
shown in (24). As (24) reflects, my methodological approach assumexittence of a superor-
dinate category uniting these two categories. This assumption is analyticdily isguiding my
comparisons between these two categories, but little hinges on the presehgrecise identity of
this superordinate category. My focus is, as will be made clear below)aweat category, and the
level to which the contrasts | establish ‘percolate up’ is not of great impoeta

(24) vague expressions
(can exhibit vagueness)

contextually vague / imprecise inherently vague
(don’t always exhibit vagueness, precisifiablealways exhibit vagueness, not precisifiable)
e.g.ten dry, empty e.g.tall, expensive

With imprecision (as well as with scalarity, mentioned in (14)), we see oupfise of evidence
for a heterogeneous view of vagueness.
1.1.2 Analyses of imprecision

How should imprecision be analyzed? Consider the sentence in (25).
(25) Mary arrived at three o’clock. (Lasersohn 1999, p. 522)

When uttering this sentence, can the speaker ever truthfully assertdimatiived at three o’clock?
When exactlyis three o’clock? What moment or moments exactly constitute the arrival of Mary
Could a (pedantic) hearer always objdct, she actually arrived at 3:00.Gdr 3:00.0010r 3:00.0001
etc? Such concerns may lead us to believe some combination of the following:

b. If fast means “faster than 14 knots”, then the Santa Maria is fast; iedma “faster than 15 knots”, then
she is not fast.

Here he describes the precisification as unnatural because it musttéx explicitly and its boundaries are “chosen at
random,” (Pinkal 1995, p. 99).



A. Language is very precise, and we are constantly saying things thigtlse or that we cannot
know to be true (view highlighted in Lasersohn (1999))

B. Language allow us to speak imprecisely yet truthfully (view highlighted ifk&(2009))

Lasersohn treats numerals likeeein (25) as having only a precise meaning. When numerals

are used in their imprecise or round sense, we grant what Lasersohs gergmatic slackin
interpreting them as if they were true. Rounding as in (20b) (repeated)rbéow) results in a
false statement, but it may be close enough to the truth for practical psrppbe treated as if it
were true.

(26) [Casually describing a cup of coffee that costs $4.50]
This cup of coffee costs five dollars.

The range of values that are considered close enough for praatigaiges are those that fall
within five's pragmatic halo'® So whilefive denotes a single exact valigit is pragmatically
associated with other values withia halo, i.e. ones whose distance froms pragmatically ignor-
able in the context. This is sketched in Figure 1. Under this approach, ¢ipsessions are not

Figure 1:i with its halo containing/, i”, andi”’, which differ fromi only in pragmatically ignorable
ways.

semantically vague. They have precise truth conditions, and imprecisies ar$y pragmatically.
Hedgesroughly andloosely speakingire termedslack regulatorsand they manipulate prag-
matic halos, functioning to more-or-less expand the denotation of an item tal@ittuhald®. For

1250me theories treat non-imprecise vague predicates similarly, e grtisiip in Supervaluation (Williamson 1994;
Van Fraassen 1966, a.0.) occurs when a proposition is true undevelf of precision, so if Mary’s arrival was agreed
to be at 3 : 00 exactly, (25) would be supertrue.

13 asersohn writes: “Given an expressiardenoting some object x, | like to think of the set the context associates
with x as arrayed around x in a sort of circular cluster, so | will call thistegether with its ordering relation, the
PRAGMATIC HALO of X, or, extending the terminology, as the pragmatic hala’pf(Lasersohn 1999, 527) andit (o)
is understood to be a set of objects which differ fra] ™ only in ways which are pragmatically ignorableGn <acC
is an ordering oHc(a) according to similarity tda]™<”, (Lasersohn 1999, 548).

14 asersohn analyses these expression as asserting that this item ist mdtigsehalo (loosely speakingﬂ)}]""vC =
UHc(®) — [®]MC (Lasersohn 1999, 545)). This exclusion, however, may be pragimatead of semantic.
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example, whileffive] is only true for 5 exactlyJroughly five] is true for values that differ from
twenty in pragmatically ignorable ways.

In contrast to Lasersohn, Krifka (2009) treats numerals as regnegeanges, and his focus is
on how this range is determined. For example, though technically they emptbe same distance,
11.265 kilometerseems much more precise thamiles Krifka expresses this phenomenon with
the Round Number Round Interpretation (RNRI) principle.

(27)  RNRI principle: Round number words tend to have a round interpretation in measuring
contexts. (Krifka 2009, p. 110)

Krifka assumes that numerals (i.e. number words) pick out a range a#sjalthich he represents
asi+ir (i = the precise value of the numeral= level of precision):> For example, whetwenty
means 20 precisely,= 0. Otherwisey > 0 andtwentyrepresents a range centered around®20.
He then derives the RNRI principle from a preference for simple esmes (i.e. some form of
economy) and strategic communication. When a speaker utters a numbettetideth level of
precision ) is not overtly conveyed to the hearer, but Krifka claims that it can becksdi roughly,
using game-theoretic strategic communication.

Krifka sees determining a level of precision as comparable to scale griaytilaas reflected in
the Coarsest Scale Principle.

(28) The Coarsest Scale Principleif a measure expressiam occurs on scales that differ in
granularity, then utteor implicates that the most coarse-grained scale on which
occurs is being used. (Krifka 2009, pp. 119-120)

The reference to scales is utilized in other works (e.g. Sauerland ande5241@7) to represent
precision, paralleling our technical use of rounding physical measumsme

Sauerland and Stateva (2007) discuss lexical items that affect theipnezivague assertions,
such as those involving round numbers. They claim that the distribution eé tlexical items
points to two different kinds of vagueness: scalar and epistemic. Trexyibe scalar vagueness

151n terms of Lakoff (1973)j might be considered a core propertand incidental property.

16K rifka suggests that a numeral likisirty-ninewould optimally represent 39, less optimally represent 38 and 40, yet
less optimally represent 38 and 41, and so one. He suggests that tlidbeaaptured using a normal distribution, but
for ease of exposition he uses ranges.

1"This ignores the fact thats effect is proportional to the size ofwhile his scales are even. This seems empirically
hard to test, since it would be difficult to control for context.
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as vagueness that relates to expressions that denote a point or inteevakcale (e.g. numerals),
and the role of scalar approximators is to set the coarseness of thdagitgnfuinction used to
evaluate the scalar. While they claim otherifseheir scalar vagueness appears to correspond to
imprecision.

(29) More precise scalar approximators

a. Set granularity to finest
b. Approximators includexactly absolutely completelyprecisely perfectly

(30) Less precise scalar approximators

a. setgranularity to coarsest
b. Approximators includapproximatelyabout partially, sufficiently roughly

They further distinguish scalar approximators into ones that relate to amsieint Exactly and
ones that related to a scale endpoatigolutely completelytotally).

Epistemic vagueness, on the other hand, relates to expressions thatch@reown) precise
meaning (e.gheap. Sauerland and Stateva propose that such expressions differ ixttezisions
across worlds.

(31) More certain epistemic approximators

a. Universal epistemic quantification
b.  Approximators includéefinitely positively for sure certainly

(32) Less certain epistemic approximators

a. Existential epistemic quantification
b. Approximators includenore or lessmaybe-ish

They remark that scalar approximators have a more limited distribution than epistepnaxima-
tors, as demonstrated in (33).

(33) a. What John cooked was exactly/approximately fifty tapas.
b. #What John cooked was exactly/approximately Beef Strogahoff.

18They claim:

The termimprecisionin work by Pinkal (1995), Kennedy (2007) partially overlaps with whatrefer
to as scalar vagueness, but not completely so. For exabugitkis usually regarded as vague rather than
imprecise.
However, sincebald is an absolute gradable adjective and Kennedy characterizes absald&ble adjectives as
imprecise, one would imagine that he would consiod imprecise.

19sauerland and Stateva do not consider coerced-scalar readings aradk these uses béef stroganofas infelic-
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c. What John cooked is maybe/definitely Beef Strogaffoff.

They find further support for this analysis in the way different appnators can and cannot com-
bine. In the case of scalar approximators, the infelicity is due to the vacuibheafecond approxi-
mator (the first sets the granularity function, leaving the second with nothidg)to

(34) a. #John is exactly/precisely approximately 30. (Sauerland and&2067, p. 235)
b. #John is approximately exactly/precisely 30.

In this dissertation, | will assume for ease of explication a framework likeetsamhn (1999)
where a sentence like (25) is technically false if Mary arrived slightly dftere o’clock?! How-
ever, my focus will be on lexical means that allow for imprecision, which aadapted to either
approach.

Below is a diagram of the different vague expressions discussed ahather dividing the
space from (24). My focus will be largely on the branches in 1.1, anthbytime this tree is
revisited again in Chapter 5, we will have explored the way various modifiegsact with these
branches.

itous. When | return to these sentencesill consider coerced-scalar readings and treat sentences like this asifslic
20Here, it is the meaning deef Stroganofthat is under discussion, not what John actually cooked.

211 am not suggesting that Lasersohn (1999) is more or less correcKiifia (2009). Indeed, neither makes much
in the way of testable predictions. Lasersohn (1999), however, allen® mrite more concisely explicit formulations.
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(35) vague expressions

1. contextually vague 2. inherently vague
(precisifiable) (not precisifiable)

relative gradable adjectives/nouns

tall, expensiveheap

1.1 midpoint 1.2 endpoint

|
/\ absolute gradable adjectives

1.1.1 numerals 1.1.2 coerced scalars

ten beef stroganoff 4 5 1 minimum-standard 1.2.2 maximum-standard

| |
wet bent dry, straight empty

Table 1 provides a list of modifiers that will be discussed. The verticallsghiteen modal and
non-modal modifiers will be the focus of Chapters 2-3. The horizontdlspl be addressed in
Chapter 4 in the context of quantifier composition.

felicitous with coerced scalars | infelicitous with coerced scalars
modal maybe about

like a good
non-modal | approximately around

exactly

roughly

just about

pragmatic slack/halos/roundness

Table 1: Summary of modifier categorization by modal status and ability to moddexded scalars

1.2 Modality

As mentioned above, | will focus primarily on vague readings that ariseigfirinteractions with
modals. This section provides a brief overview of modality and the framelweilkbe using.

Modality is generally treated as quantification over possible worlds with cespéhe truth of
some proposition (Kratzer 1981, 1991). Modals convey both a ‘faand’ a ‘flavor’, where force
ranges from ‘possibility’ (true in at least one possible world) to ‘neitgs@rue in all possible
worlds). Flavor describes how possible worlds are organized — a sapgfluiifferent flavors that
can be associated with the modiave toare demonstrated below (von Fintel and Gillies 2007, p.
34).

(36) a. Epistemic (knowledge)
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e.g. Given all those wet umbrellas, it has to be raining.

‘In all worlds consistent with my knowledge (including the knowledge that
many people are carrying wet umbrellas), it is raining.’

Deontic (requirements)

e.g. According to the hospital regulations, visitors have to leave by six p.m.

‘In all worlds consistent with what is required (including the rules imposged b
the hospital), visitors leave by six p.m.

Bouletic (desires)

e.g. According to my wishes as your father, you have to go to bed in ten minutes
‘In all worlds that satisfy my desires (as your father), you go to bed in ten
minutes.’

Circumstantial (relevant circumstances)

e.g. Given the current state of my nose, | have to sneeze.

‘In all worlds consistent with the relevant facts of this situation (including the
current state of my nose), | sneeze’

Teleological (goals)

e.g. Given the choices of modes of transportation and their speeds, lorgetin
time, you have to take a taxi.

‘In all worlds that satisfy my goal (of getting home on time), | take a taxi.’

Modality can be contributed by a variety of expressions (a sampling, againvon Fintel (2006),
is given in (37)), though auxiliaries and adverbs have received thethexstetical attention.

(37)

a.

Modal auxiliaries

e.g. Sandy mudie home.

Semimodal verbs

e.g. Sandy has toe home.

Adverbs

e.g. Perhapssandy is home.

Nouns

e.g. There is a slight possibilithat Sandy is home.
Adjectives

e.g. ltisfar from necessathat Sandy is home.
Conditionals

e.g. Ifthe lightis onSandy is home.
Infinitivals

e.g. Sandy is to bbome by curfew.

Some important areas of study within modality include those listed in (38).

(38)

1.

Determining the set of possible modal meanings
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e.g. {epistemic possibility, deontic necessity, ...}
2. Determining the set of possible modality-bearing expressions
e.g. {mustprobably, ...}
3. Determining which modal meanings are available for which modal terms in which

modal contexts
epistemic necessity

e.g. Sandy has to be home: { deontic necessity

4. Using the above to build an adequate theory of modality

In what follows | will focus on the second and third of these, expandingehef recognized modal
expressions and tying these new expressions to epistemic interpretations.

1.2.1 Modals with scalars

The main contribution of this dissertation comes through investigating the interawtimodals
with scalars, as in (39), repeated from above.

(39) There were maybe 20 people at the party.

More specifically it is the interaction between epistemic possibility modals (might maybe
perhaps possibly and scalars that | focus on, showing that this interaction produces/ioelthat
is surprising though consistent with modality.

Summarized in (40) and (41) are two behaviors that | argue in Chaptez 2haracteristic
of modally-modified scalars: giving rise to approximative readings anddingndiscontinuous
alternatives.

(40)  Uncertain approximation: When uncertainty is interpreted as approximation, where the
exact value is not known, but the approximate value is (évg.been to that restau-
rant maybe ten times alreadly.

(41) Licensing discontinuous alternatives:When a range expression is interpreted as refer-
ring to a proper subset of that range (évge bought maybe 60 rolls for the cookout.
[referring to rolls that come in packs of six, where the speaker pedwpally bought
54 or 66, but not, say, 59])

Similar behavior can be seen when scalars appear with modifiers thatt araditionally treated as
modal, including the discourse partidike and rising intonation. On the basis of this similarity in
behavior, | argue that these items are modal, as opposed to the non-malgaka in Siegel (2002)
and Gunlogson (2003, 2008) respectively.

Included among my proposed modal expressions is the quatifter; and while the distribu-
tion of aboutcan be explained in part by its modal content, | argue in Chapter 4 thabangesition
analysis of quantifiers is needed to provide an adequate account a$tiieution of these modals.
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1.2.2 Intonation and modality

Just as epistemic possibility adverbs likaybecan mark our uncertainty, so can rising intonation.
Consider the responses to the following question.

(42)  A: How many people came to the party?

B:
a. Twenty.
b. Twenty?

The response in (42a) gives the appearance of a much more configéakes than (42b), and the
analysis of rising intonation in Gunlogson (2001, 2008) helps us see why.

Gunlogson analyses declaratives with falling intonation as making speakenitments, so a
speaker who utterBwenty people came to the pavtjth falling intonation commits himself to that
proposition. Rising intonation, on her analysis, marks the speaker’'s comnigmeontingent, so
a speaker who uttefBventy people came the the partwth rising intonation will not commit to
that proposition unless it is confirmed by some other discourse agent.

In Chapter 3, | build on this analysis to allow it to explain novel data on the ictieraof rising
intonation with epistemic possibility modals. For example, in (43a) rising intonatidoates the
speaker’s contingent commitment to the proposition that blue is John'steagotor, but (43b) does
not express that the speaker is contingently committed to the proposition teamiglatbe John’s
favorite color, counter to what Gunlogson’s analysis predicts.

(43) A: What'’s John’s favorite color?
B:

a. Blue?
b. Maybe blue?

To account for such data, | introduce a different analysis of risingnattion which treats it on par
with epistemic possibility modals. This allows the attested interpretation of (43b) teiteed
through modal concord.

1.3 Quantification

Quantifiers have also provided a rich area of study for linguists and plpitess, highlighted in
works such as Barwise and Cooper (1981) and Keenan (19963e Huwthors (among others) focus
on Generalized Quantifier@GQs) such asvery studenandno librarians These are second-order
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functiong? which map from properties to truth values (i.e. are of tyfe)t)).

Under a GQ-theory, a wide variety of quantificational determiners artetidhe same, i.e. as
irreducible functions from properties to sets of propertigst{((et)t))). These include such diverse
terms asevery no, fewer than fiveall but twao, the ten andneither  An advantage of this uniform
treatment is that it allows for a number of insightful generalizations acroastifiers, such as
Extension, which states that if a generalized quantifier is true of some setumitrerse, it remains
true if the universe is expanded. This generalizability, however, cotreesast, as demonstrated in
Hackl (2000).

Hackl focuses on comparative determiners, those that involve a bothsuradanction (e.g.
5) and a comparative relation (e.g:, =) in their truth conditions. Quantificational determiners
in general are quite heterogeneous, and even limiting himself to comparateerihers, Hackl
identifies at least six classes (Hackl 2000, p. 24). But this does nhidmall comparative
determiners (e.g. it may excluderore than zerp Perhaps more importantly, a GQ theory does
does not give us a way to relatereeandmore than thregetc. Furthermore, GQ theory has been
shown to make incorrect predictions. Hackl (2000) notes that GQ thesats the sentences in (10)
as truth-conditionally equivalent, despite the fact that speakers fira {ddbe considerably worse
than (44b).

(44) a. ?? More than one student is meeting. (Hackl 2000, p. 62)
(MORE THAN ONE)( studenj(is-meeting = T iff |studentis-meeting > 1
b. Atleast two students are meeting.
(AT LEAST TWO)( studenj(is-meeting = T iff |studenthis-meeting > 2

This analysis will be addressed in greater detail in Chapter 4.

In this dissertation | adopt Hackl’'s decompositional approach to quastdied expand on it
such that it can be used to explain the behavior of quantifiers in a variegntdctic contexts when
they appear with coerced scalar arguments. In particular, | allow it to iexpdatrasts like those in
(45)-(46) below.

(45) a. John served approximately 50 sandwiches.
b. What John served was approximately 50 sandwiches.
(46) a. *John served approximately beef stroganoff.

b. What John served was approximately beef stroganoff.

| adjust the framework to handle non-numeral scalars, as in (46), giveé bn explicit account of
copular type-shifts to handle contrasts like (46a) vs. (46b). In doingdmmonstrate that patterns

225econd-order functions range over individuals (1st) AND sets ofiddals (2nd).
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like the one shown in (45)-(46) follow from a decompositional quantifistewy.

1.4 Organization

The structure of the dissertation, including the ways in which | investigateuhstigpns outlined
above, are broken down by chapter below.

Ch 2: Chapter 2 accounts for how typical markers of uncertainty, like the modgbe can

be used as approximators in expressions Tikere were maybe twenty people at the meeting
then show the approximative readings produced by these uncertaintgnn#oldiffer from those
of other approximators likepproximately and | identify characteristic behavior of modal-scalar
interactions. In particular, | highlight modals’ ability to license discontinudtesratives, shown
in sentences likét's Susan’s birthday today, and she’s maybe/#approximately tHidgmonstrate
that certain other modifiers, includirabout show similar characteristically modal behavior, and
| use this behavior to argue that these modifiers are modal. | use thesermlitfis in behavior
between modal and non-modal modifiers to support a heterogeneousfweagueness.

Ch 3: Chapter 3 investigates the use of rising intonation in indicating speakertaimter| focus
on the interaction between rising intonation and the modifiers discussed ineCRajmtroducing
novel data that is problematic under Gunlogson (2008)’s frameworkespanses to questions
like What's John’s favorite color?rising intonation indicates a speaker’s uncertainty (&tue.
vsBlue?), but adding an additional uncertainty marker (eMpybe blueP does not contribute an
independent layer of uncertainty. | use this data to argue instead fatm#et of rising intonation
as an operator with epistemic modal content that participates in modal comitbrather epistemic
modal elements. By establishing modal content in rising intonation, | not oalyqer an additional
diagnostic for identifying modal content in other expressions (via evigl@ianodal concord).
| also demonstrate that rising intonation shows modal patterns of approxin{atmn licensing
discontinuous alternatives) and strengthen the modal/non-modal spliigstalin Chapter 2.

Ch 4: Chapter 4 examines the distributionayiproximatelyandaboutunder a decompositional
analysis of quantifiers. In particular, | focus on contrasts involving tantjfied element (scalar/non-
scalar, e.gJohn served approximately {50 sandwiches/beef stroggrauif} the syntactic structure

it appears in (copular/non-copular, efyVhat John served was/#John served} approximately beef
stroganof). | provide a decompositional analysis to account for these and ottierqma This chap-

ter further explores a modal quantifier marking high, not low, certairdygeod— demonstrating
that modal scalar modifier need not be epistepussibility operators. | use the distribution af
goodwith other quantifiers to argue both for its epistemic-more-certain status arid $tatus as a
Hackl-style degree function. | show these modifiers to exemplify two claspéisin their ability

to appear with coerced scalars, that cross-cut the modal distinction iiggdign Chapter 2.
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Ch5: Chapter 5 concludes.
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2 Vagueness amid approximation and uncertainty
2.1 Introduction

Language provides means to express an idea with varying degreescafiqgn (i.a. Lakoff 1973;
Lasersohn 1999; Krifka 2009, 2007). Some terms have a precise rgdautican be used impre-
cisely, where context allows, such as in (1). The numisvahtycan be used to refer to something
that costs $20.00 exactly, but in a sufficiently imprecise context a speakeound and ussventy
to refer to something that cost, for example, $19.50.

D) [Casually describing a book that costs $19.50]
This book costs twenty dollars.

Some words likeexpensivédack a precise meaning altogether.
(2)  This book is expensive.

Additionally, there are countless modifiers that affect precision, suabualy, more-or-lessand
exactly

As discussed in Chapter 1, various authors have highlighted theseediftgpes of vague ex-
pressions in their analyses. Here | will focus on Sauerland and St&60&)( who distinguish
forms with a precise meaning (also called imprecise or contextually vaguewegty full) from
those which lack a fixed precise meaning (also called vague or inheregiheyva.g.tall). This
separates the numeraenty which has a precise meaning of.@pfrom the adjectivéall, which
has no such meaning.

In this chapter | further support this heterogeneous view of vagsenesparticular, | draw
on Sauerland and Stateva (2007) in highlighting the contrast in vagutregssrises from modal
approximators to that that arises from non-modal modifiers. | then build gorewous analysis in
Zaroukian (2011a) and explore novel differences in the behavititase expressions (which will
further be contributed to in Chapter 3) and show how these follow frongalae heterogeneous
view of vagueness that distinguishes modal vagueness from non-naglaness.

The remainder of the chapter is organized as follows. Section 2.2 sets glechst&xploring
how modals can act as approximators. | argue that when an epistemiciligsspgerator like
maybecombines with a vague predicate, it quantifies over epistemically-accessidswhere
the vague predicate has different extensions (as in Sauerland anehS@6), and this can lead
to an approximative reading if these extensions are clustered in an apptive way. Section 2.4
examines traditional, non-modal approximators ldmroximatelyand introduces ways in which
they differ from modal approximators. | argue that the modal/non-modilsstd approximators
manifests in contexts where approximative alternatives are contextualkello8ection 2.5 takes
these contrasts between modal and non-modal approximators and dstiss in the context
of Pragmatic Halos as a theory of vagueness. | argue that this suppoeter@geneous view
of vagueness. | further argue, contrary to Sauerland and Stat@@#)(zhat a Pragmatic Halos
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approach adequately captures the readings associated with modifiewsdibgimatelyandexactly
Pragmatic Halos, however, cannot be the sole mechanism that gives vesgueness, as it fails to
capture the contrasts between modal and non-modal vaguenesseliscuSsction 2.4.

2.2 Uncertainty and approximation

An approximative reading can arise when scalars are marked as umcditégs can be seen most
clearly with scalar numerals modified by the modelybe as is (3).

(3)  There were maybe20 people at the party.
——

modal Scalar

| will discuss the patterns of approximation that arise from this type of motldican Section 2.2.1,
and | will then explain these patterns in the context of Sauerland and S(aG¢/8) in Section 2.2.2.

2.2.1 Uncertain numerals

When we use words likenaybeto mark our uncertainty with respect to an item, our interlocutor
might entertain alternatives to this uncertain item. For example, consider thargyesin (4), where
Ann asks Bill who won the race. Bill cannot remember, but he thinks it mag baen John, which
he expresses through his responsgybe John

(4) a. Ann: Who won the race?
Bill: Maybe John.
b. reading: {John, Mary, Peter}

As a result of Bill's uncertainty, Ann may entertain other likely winners (whdhis context |
assume to be Mary and Peter), represented inq&b).

When the uncertain item is a numeral, there is a strong tendency for the a&trofatives to
resemble approximation, as in (5).

(5) a. Ann: How many people competed?
Bill: Maybe twenty.
b. reading: {18, 19, 20, 21, 22}

This approximation becomes even more salient if we consider a similar respihsould have
made, nhamehapproximately twentywhere the alternatives entertained by Ann in (6b) look like
(5h).

23The bracket notation | use in these examples is meant to represent thatales considered in a particular scenario.
These alternatives are the result of complex interactions between mudtjplesentations that may be non-discrete (see
Section 2.4.3) or have internal structure (see Sections 2.3.2 arg.2.4
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(6) a. Ann: How many people competed?
Bill: Approximately twenty.
b. reading: {18, 19, 20, 21, 22}

Approximation, however, does not occur with all uncertain numeralseasdstrated in (7).
Here Bill gives the jersey number of the player he believes to have the mdst &nd he indicates
his uncertainty withmaybe again utteringnaybe twenty

(7) a. Ann: Which player has the most fouls?
Bill: Maybe twenty.
b. reading: {20, 6, 77, 15}

Here, this uncertain numeral is unlikely to give rise to approximation. Inst&ad may consider
other players likely to have numerous fouls, independent of their jenseper. Intuitively, these
numerals function not like numerals, but rather like names.

Additionally, when this approximation effect occurs, the range of altereatilepends on the
numeral. For example, tiventyin (5) is replaced witliwenty-severthe range of alternatives tends
to be smaller.

(8) a. Ann: How many people competed?
Bill: Maybe twenty-seven.
b. reading: {26, 27, 28}

In summary, uncertain numerals here lead to three puzzles: why unceartaerais give rise to
approximative readings, as in (5), why some uncertain numerals fail €origg to approximative
readings, as in (7), and why some uncertain numerals give rise to momxappte readings than
others, as in (5) vs. (8). These puzzles will be addressed by exgaod the non-monistic view
of vagueness in Sauerland and Stateva (2007). This expansion efi@@aliand Stateva (2007)
will also bring into focus a number of questions, importantly: Should appraiam&e described
through multiple scale granularities or as a probability distribution over a singintious scale?
Additionally, by addressing a variety of uses, both approximative andappnoximative, | argue
for a unified standard analysis wfaybeas an epistemic possibility operator, a la Kratzer (1991).

2.2.2 Uncertain numerals explained

| will begin by discussing Sauerland and Stateva (2007)'s explanatiamofe maybeleads to ap-
proximative readings with what they call epistemically-vague terms, as wiiegsexplanation for
how approximatelyleads to approximative readings of what they call scalarly-vague terthenl
explore the combination ahaybewith scalarly-vague terms arapproximatelywith epistemically-
vague terms. Throughout | expand on Sauerland and Stateva (208f)l&in the data presented in
Section 2.2.1.
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Maybe as an epistemic approximator

Sauerland and Stateva (2007) put forward an explanation fomhaylbecan lead to approximative
readings. They claim thahaybe(alsomore or lessdefinitely certainly, etc., or what they term
epistemic approximatoyscombines with predicates that aepistemically vagueor which have
no precise meaning available to the speaker. For exarhpbgis epistemically vague, even in a
context where the speaker knows the exact shape and size of the pilestion, as in (9) (cf. if
there were a precise definition of heap, e.g. perfectly cone-shapemataining 20-25 objects, the
speaker could say whether or not this pile qualified).

9) This perfectly cone-shaped pile of 17 sand-grains on the tablerihdfas is maybe a heap.
(Sauerland and Stateva 2007, p. 235)

| provide definitions for epistemic vagueness and epistemic approximattieselated from Sauer-
land and Stateva (2007), in (10)-(11).

(10)  Epistemic vaguenessvagueness that results from lack of availability of a precise meaning
for a term

(11) Epistemic approximator: an epistemic quantifier used in an epistemically-vague context

Epistemically-vague terms, Sauerland and Stateva (2007) proposaifiakent extensions in dif-
ferent worlds, even across worlds where physical object propenteeconstant. For example, a con-
text compatible with (9) is given in (12), where the epistemically-vague paeslieapdescribes
different piles of sand across different worlds, even though the pitestheir size are constant
across worlds. Following Kratzer (199Xhaybein this context existentially quantifies over these
epistemically-accessible worlds. So, for (9), there exists at least orié (Mg, W) in which pile;

is a heap.

(12) Example context for (9)

In all epistemically accessible worldg, W», W3, Wy:
pile; contains exactly 15 grains of sand
pile; contains exactly 17 grains of sand
pilez contains exactly 20 grains of sand

[heap"* = {piley, pile;, piles}

[heap]"2 = {piley, piles}

[heap]"s = { piles}

[heapg)™s =0

From Sauerland and Stateva (2007)’s discussion, however, it ideartwhy this should result in
an approximative reading.
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First, note that epistemically-vague predicates need not give approxémadigings withmaybe
This can be seen in an example like (13).

(13) [The speaker feels strongly about several movies and is unsiieh is his favorite.]
This is maybe my favorite movie.

Shown in (14), in epistemically-accessible worlds where physical ptiepare constant, the exten-
sion ofmy favorite movidliffers, but there is nothing obviously approximative about the exteasion
of these films.

(14) Example context for (13)

In all epistemically accessible worldg, Wo, W3, Wy:
movig = Schindler’s List
movie = Borat
movieg = Star Wars: Attack of the clones
movig = Six String Samurai

[my favorite movie]"* = {movig}

[my favorite movie]"2 = {movie}

[my favorite movie]** = {movieg}

[my favorite movie]" = {movia}

To achieve an approximative reading, Sauerland and Stateva (20@apexample relies on
possible heap sizes varying in an approximative way such that thingsrthatagbe a heafall
within some small contiguous range. For example, if piles of less than 15 greénsot heaps
in any world, piles of 15 to 20 grain are heaps in some worlds, and piles af than 20 grains
are heaps in all worlds, then if you refer to somethingregybe a heapt can be inferred to have
between 15 and 20 grains (i.e. to be close to the border of acceptedibegpAs we saw in (14),
however, this is not the only reading available. | differentiate two relawacértainty interpretations
of epistemically vague predicates, readings which are conflated in Sadiera Stateva (2007). |
term these readingmknown-standaréhterpretations andray-areainterpretations.

(15)  Unknown-standard uncertainty: Uncertainty resulting from not knowing the relevant
standard for an uttered expression and therefore not knowing wtesltestandard
has been met.

(16)  Gray-area uncertainty: Uncertainty resulting from knowing that the referent of some ex-
pression falls within an indeterminate, or ‘gray’ area for that expression

Unknown-standard interpretations are demonstrated in (17) and (I8, véhere the standard for
‘tallness’ and ‘heap-dom’ are unknown. This can lead to approximagaeings if the possible
standards are in close proximity to each other, as shown in the (b) examples.

(A7)  John is maybe tall.
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a. ‘John s tall for a jockey, but compared to the average man, he is not(teilt. ap-
proximative)

b. ‘John is tall according to your standard of tallness, but if we are usinglightly
stricter standard, then he is not.’ (approximative)

(18) This is maybe a heap.
a. ‘Thisis a heap to a neat freak, but not to a slob.” (not approximative

b. ‘This is a heap to you, but according to my slightly-different standatds not a
heap. (approximative)

Again, the idea is that if the possible standards are clustered, an apptiogingading results. If
the possible standards are far enough apart, the resulting readingagspmokimative.

Gray-area interpretations are demonstrated in (19) and (20), whergl¢kant measurement is
known to fall within the gray area of the epistemically-vague predicate. Shisds necessarily
restricted to scalarly-close alternatives, an approximative readingsesu

(19)  Johnis maybe tall.

‘John is borderline tall.” (approximative)

(20)  This is maybe a heap.

‘This is a marginal heap.’ (approximative)

While Sauerland and Stateva (2007) are correct in that invoking posgitlds can make ap-
proximation possible, it does nehtail approximation. Under the account | develop here, epistemic
approximation ilfmaybe a heagan be viewed as arising in at least two ways: under a uncertain-
standard reading as in (18b), where the possible standards of beagrd minimally different from
each other, or under a gray-area reading as in (20).

Numerals as scalarly vague

In contrast to epistemically-vague (cf. inherently-vague) predicateh kg Sauerland and Stat-
eva (2007) claim that numerals agealarly vagueg(cf. contextually vague/imprecise), a term that
describes expressions that denote a point on a scale but which caprbssed with multiple gran-
ularities (simplifying from Krifka 2009).

(21)  Scalar vaguenessvagueness that results from the availability of multiple granularities

The numeratwenty for example, can denote the point.a(bn an infinitely-precise scale, but it
can also denote, say, 19.5-20.5 on an integer scalar or 17.5-22.5 @alg avith increments of 5.
Sketches of three granularities are shown in (22).

(22) a. [twenty] =20 Scale:--—19.999— ... —20.0—--- —20.001— - --
b. [twenty] =20 Scale:--—19.9—20.0—20.01—---
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c. [twenty] =19.5-20.5 Scale:-—19-20—-21—---
d. [twenty] =17.5-22.5 Scale:-—-15—-20—-25—---

Sauerland and Stateva (2007) propose that scalarly-vague terma beamularity parameter that
can be manipulated by scalar approximators #iproximatelyandexactly So in a context where
the possible granularities ftwentyare as given in (22gpproximatelysets the granularity param-
eter to the coarsest option (e jwenty] = 17.5-22.5), anéxactlysets it to the finest option (e.qg.
[twenty] = 20).

(23)  Scalar approximator: a term that sets the granularity parameter of an item to its coarsest
granularity

I will show with greater precision how this happens.

For the following, | will adopt an analysis in the spirit of Krifka (2009) atnelat numerals as
ranges across a normal distribution (Dehaene 1997,%4.69r exampléwentyoptimally represents
20, less optimally 19 and 21, even less optimally 18 and 22, and so forth.irRplicsty, | will
assume strict cut-offs at one standard deviatmpffom the uttered numerals. In Figure 2,0 is
set at 2 such thatventyrepresent the rangé8— 22|, where 20 is the most probable value and 18
and 22 are the least probable, though still possible, va&fues.

Importantly for our purposes, Krifka's framework includes an expli@mafor relative range
effect of round numbers, why you will give someone more slack if théy seentythantwenty-
sever(e.g. if an item cost $23.50, it is generally more acceptable to refer to thassting $20 than
to refer to it as costing $27 dollars, even though these are equally ‘@ctbm that they are both
off by $3.50). Krifka’'s explanation is formulated via game theory and camgeressures to use
simple expressions and to communicate successfully.

To see this through an example, imagine that the speaker twtensy and the context allows a
variety of levels of precisiond values). The hearer is biased to intergveentywith the roundest
reading available to maximize his chances of correct interpretation (if epeaant 20 exactly, it
is within your range, so you have interpreted them ‘correctly’; if they mean 18, it is still within
your range, and you have still interpreted them correctly). Now imaginehtbapeaker had uttered

2%While the normal distributions is a continuous distribution, | will be discussimdtén with reference to discrete
data. This can be viewed, innocuously | hope, as binning on the sidegidge, where continuous data is mapped to
discrete linguistic representations of that data.

25Krifka chooses instead to explicate with intervals as follows:

() i:  value strictly denoted by a number word (efthirty-nine ] = 39.0)
r: level of precision
[i +r]:range represented by numeral denofimgth precision ofr

Here, if twentyappears with a precision level= 1/10, it will be interpreted af20+ 2], or [18— 22, with uniform
probability.
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Figure 2: A normal distribution centered at 20 wah= 2

nineteen again with a variety of precision levels available in the context. Here theeheadlt be
biased to interprenineteenunder a more precise reading because if the speaker intended a wide
range around 19, they would have used the simpler expresgenrtyto accomplish this, stwenty
blocks rounder interpretations nineteen

This round number effect is built into Sauerland and Stateva (2007isutarity parameter.
Rounder numbers have wider granularities available. For example, thelgrisy shown in (22d)
would not be available taineteendue to blocking bytwenty, because | assume no scale like that
(e.g...-12-17-22-..) exists.

In explaining approximators, | must decide between an approach likelSadennd Stateva
(2007) which assumes that numerals can be defined with respect to multifde &ehere approxi-
mative readings pick a coarse-grained scale), or an approach likeskbhs (1999) which assumes
that numerals are always defined with respect to a precise scale (agmimative readings are
computed on top of the precise scale, with (approximately) normal distribution)

While both approaches can handle the data | will be discussing, | adogcs@@approach.
Following Lasersohn (1999), | will assume that numerals are true onlgrumgrecise reading (for
reasons that will be made clear later, | will assume that either a real oahatumber scale is used,
depending on what is being quantified over). So, numerals are assowithethis o, but o does
not enter into truth conditions without some appropriate modifippfoximatelymaybg.

Next, | will build on this exegesis to explain the puzzles from Section 2.2.1.

263ee Krifka (2009) for a discussion of why such scales may not exéstrbiws on factors such as pressure to reduce
average scale complexity (e.g. the average number of syllables i17122} is 3.5 vs. 2.5 for {10, 15, 20}).

27



Epistemic approximators with scalarly-vague terms

Returning to epistemic approximators (ergaybe definitely), Sauerland and Stateva (2007) note
that they can be used with numerals to specify the speaker’s certainty sjibateto a particular
level of granularity (oo, in our parlance). A paraphrase of their example is given in (24) (&acke
and Stateva 2007, p. 230, fn. 3).

(24) [John agreed to cook fifty tapas. In the end, he produced only-fiine. The speaker
wants to argue that John medifity in an imprecise way, such that cooking forty-nine tapas
satisfies his promise.]

The number of tapas John cooked is definitely fifty.

In their framework, (24) expresses that, in all epistemically-accessibilesyohe level of granular-
ity is such thaffifty | includes 49. This would be true in a context like (25), in which worlds where
o = 0 are crucially not epistemically accessible.

(25) Example context for (24)

In all epistemically accessible worldg , wo, ws:
The number of tapas cooked by Jabd9

Inw,0=5
Inwy, o0 =2
Inwz,c=1

[fifty [+ = {[The number of tapas cooked by Johij}

[fifty |2 = {[The number of tapas cooked by Johih}
ifty |2 = e number of tapas cooked by Jo
fifty | Th ber of ked by Joh

Conversely, a sentence likdne number of tapas John cooked is maybeififthe same context
should express that, in at least one epistemically-accessible world, thefigranularity is such
that[fifty | includes 49. | achieve this in (26) where | alter (24) in to include

(26) In all epistemically accessible worlds, ws, ws:
The number of tapas cooked by JabA49

Inw,,0=5

Inwy, o0 =2

Inwz,oc=1

Inwg,c=0

[fifty [+ = {[The number of tapas cooked by Johij}
[fifty ]2 = {[The number of tapas cooked by Johij}
[fifty |2 = {[[The number of tapas cooked by Johih}
[fifty [+ =
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In this way, it is possible to get approximative readings of numerals mdkibethe same way we
get round number readings (in the absencenafyb@ — by interpreting them with a non-zem
value.

| add numerals to the two categories of uncertain readings discusses fibstvfor unknown-
standard readings (27) (cf. (17)-(18)), then for gray-aredinggs (28) (cf. (19)-(20)).

27) This is maybe twenty people.

a. ‘ltistwenty if speaking very loosely, but not if being super pretiggproximative)
b. ‘Itis twenty according to my standards, but not to yours, which | ktmwe slightly
stricter.” (approximative)

(28)  This is maybe twenty people

‘I'm speaking loosely, but I'm not sure if | can call this twenty.” (apgimative)

In the contexts like (26) and (12), the element being descritechumber of tapas John cooked
this cone-shaped pile of 17 sand-graimdc.) is known precisely (Sauerland and Stateva (2007)
highlight these contexts to show that the (un)certainty they are interesteassdsiated witheap
etc., not what is being described as a heap). In the examples | openelikeifh), this element
was not known precisely’

For the epistemic numeral cases discussed above, | quantified oves wiHdlifferent granularitiesrs.
In (5), we want something that looks like Figure 3. Here we will considerratéves (along the
lines of Sauerland and Stateva (2007)) to be sets of possible worlds @rdsveonsistent with
the epistemic modal base (Kratzer 1991)). These sets of worlds will lezeatdn terms of their
plausibility by an ordering source, as sketched in Figure 3. We can do yhisidntifying over
granularity levelags. For example, if | consider integers, 20 will be in the denotatictwehtyin
the most worlds@ = 0 — ), then 19 and 21 = 1 — ), then 18 and 22¢ = 2 — »), etc.

This range information can be expressed in possible world semantics a®flositionspg in
(29), which picks out worlds where the value intended by the spegkéalis within one standard
deviation @) of the uttered numerall), and a family of functiongy in (30), which picks out
worlds where the intended valug) falls within o — x of that number ) for 0 < x < ¢.28 | will let

27 Note that this approximation is available even when granularity appeassiggesting that all cannot be as Sauer-
land and Stateva (2007) describe, i.e. differing extensions. In (ispghaker may be expressing approximate withat
0, such that the plausible alternatives are 79.0, 81.0, etc.

0] [Trying to recall data that was recorded to one decimal place.]
The temperature of the water was maybe 80.0.

I'll put aside where exactly approximation comes from in these caseéld, &ill move on to provide a formalization.

28As described here, this results in a linear probability curve, not the @Gawusse described above, a problem which
will not be addressed here.
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Figure 3: Circles represent alternatives as sets of worlds, ordecedding to a modal base; lines
represent accessibility relations. Here, for exampigi, represents the set of worlds where John
won the race, and,g represents the set of worlds where twenty people competed.

y assign to any world the numeric value intended by the speaker in that wepig,senting public
uncertainty about what value the speaker intends (e.g. the speakean@gdid 20 but intended
19, i.e. knew the exact value but used a round number).

(29)  po=Awy(w) € {[p—o0],...[u+0]}
(30)  px=Awyw)e{[u—X],...,[u+X]},0<x< 0O

We can see how this works in the example sentence from abloigebook cost twenty dollars
with u = 20 ando = 2. Hereps = Aw.y(w) € {[20—-2],...,[20+ 2] } (i.e. picks out set of worlds
where the valug intended by the speaker in that world is between 18 and 22pardA w.y(w) €
{[20—x],...,[20+X] },0 < x < 2.

Treatingmaybeas involving an epistemic modal possibility operator, | will assume that for un-
certain numerals (e.gnaybe twenify the modal base will contain only the sets of worlds consistent
with ps (i.e. worlds withino of ) and the ordering source will contain the worlds consistent
with the propositions irpy for 0 < x < o (i.e. will order more closely worlds where the value
is closer tou). Now, if we take the uncertain numenalaybe twentyrom (5), with u = 20 and
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again assuming and = 2, we see thap, = Awy(w) € {[20—2],...,[20+ 2] } (i.e. picks out the

set of worlds where the valugintended by the speaker in that world is between 18 and 22) and
px = Awy(w) € {[20—X],...,[20+X] },0 < x < 2 (i.e. worlds where the valueis closer to 20 are
more likely).

This leads us to an explanation for why approximation does not always @6th uncertain
numerals: this effect only happens with numerals that are scalarly véigaean (5), not with
numerals acting in a non-scalar labeling capacity, as in (7), which do pagent ranges and are
therefore not associated wifly: and px like scalars are.

And we have an explanation for why the range of alternatives depentteemmumeral, as we
see whemaybe twentyn (5) leads to a wider range of alternatives thraaybe twenty-seven
(8). Pragmatic preference for simple expressions leads more complexaisiile twenty-seven
to represent smaller ranges (i.e. induce smat®rthan simpler numerals likeventy as discussed
above. Sincéwenty-sevehas a smalleo, its ps allows a smaller range of possible worlds, leading
to its narrower interpretation as an uncertain numeral (for details, se&akf09).

To summarize the explanations offered here, first, uncertain numeralgggto approximative
readings because the numeral contributes range information (formakrednp, and py) to the
modal base and ordering source, so possible worlds are those in whiadlrtieral is close to the
uttered numeral. Some uncertain numerals fail to give rise to approximasidengs because they
are not scalar and therefore are not associated with ranges. Soeréaimaumerals give rise to
more approximate readings than others because they are associatedgeithdages (heregs),
S0 pg allows a wider range of possible worlds.

Scalar approximators with epistemically-vague terms

The final configuration to complete this paradigm is scalar approximators pigteaically-vague
terms. This approximation effect can be seen with any item that is usedigdaleuding such an
unlikely term aseef stroganoffTo see this, consider a scalar interpretatiobexf stroganofflike
the one required in the sentence in (31).

(31)  What John served was only approximately beef stroganoff.

Sauerland and Stateva (2007) provide a different take on this kindnstreaction. They con-
siderapproximately beef strogandfifelicitous in (32) because scalar approximatessaCtlyapproximately
can only combine with scalar items (i.e. items with a granularity parameter that thegta

(32) Judgments from Sauerland and Stateva (2007)

a. What John cooked was definitely/maybe beef stroganoff.
b. # What John cooked was exactly/approximately beef stroganoff.

While | will return to this data in Chapter 4, here | am considering the coescathr read-
ing of beef stroganoffwhich gives a similar type of scalar approximationaipproximately beef
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stroganoffandmaybe beef stroganoffhis is much like the similarity betweenaybe twentyand
approximately twentgdiscussed abové.

2.2.3 Summary

So far we have seen a variety of cases of approximation invoiviagbe where this approxima-
tion was explained by drawing on Sauerland and Stateva (2007). Thexapptive (and non-
approximative) readings addressed here utilizybe an epistemic possibility operator. When
maybecombines with a vague predicate, it quantifies over epistemically-accessiddswhere
the vague predicate has different extensions (Sauerland and St@@)a @nd this can lead to an
approximative reading if these extensions are clustered in an approxénvedy (e.g. though a
gray-area interpretation). And though these approximative readimggarg in a number of ways
(directionality, labeling readings, etc.), these readings can all be ddriom the epistemic possi-
bility operator denotation ahaybe

Next, | will contrast that with more typical approximators ligpproximately

2.3 Uncertain approximation vs. other approximation

In the previous section | noted that any expression used scalarlyveangg to approximation when
marked as uncertain. There are, however, a number of other redld@tgsn arise as well. | discuss
these readings below to highlight other ways in whinhybediffers from approximately and |
discuss possible analyses for these uses. While | postpone thoroggksilis ofapproximately
until Section 2.4, | show that these various usemal/becan all be derived through treating it as
an epistemic possibility operator.

2.3.1 Uncertain labels

Maybe

A reading which | term theincertain-labelreading was previously discussed in the context of (7),
repeated in (33) below.

(33) a. Ann: Which player has the most fouls?
Bill: Maybe twenty.
b. reading: {20, 6, 77, 15}

29This scalar coercion occurs with many scalar adjectives78.¢s more prime than &ee also Armstrong, Gleitman,
and Gleitman (1983) for judgments odd andever).
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Here the word modified bynaybeis acting as a label, not a scalar. It should be kept in mind
that, given the right context, this type of label reading is available for ale@nples above and
can cause them to lose their approximate reading, which again is only available they are
interpreted as scalars.

For example, if (5), repeated in (34) below, occurred in a contextevbeth Ann and Bill knew
that four races had occurred that year such that one had 20 part&ipae had 6, one had 77, and
one had 15, but Bill did not know which participant count correspdridehe race Ann was asking
about, the set of alternatives may then be that in (34c).

(34) a. Ann: How many people competed?
Bill: Maybe twenty.
b. reading: {18, 19, 20, 21, 22}
c. reading: {20, 6, 77, 15}

Approximately

A similar labeling reading does not appear to be availablapmroximately This means that, in an
example like (35)approximately twentgan only have an approximative reading.

(35) a. Ann: How many people competed?
Bill: Approximately twenty.
b. reading: {18, 19, 20, 21, 22}
c. #reading: {20, 6, 77, 15}

Likewise,approximatelyis degraded when combining with a non-scalar, as in (36).

(36) Ann: Which player has the most fouls?
Bill: Maybe twenty.
Bill’: ??Approximately twenty.

| will return to the degradedness approximatelyin these examples in Section 2.4.1. There |
describeapproximatelyas operating strictly over scales, and the infelicity of the reading in (35c) is
likely due to the unavailability of a scale over those alternatives.

Analysis

Labeling readings can be derived using the same machinery as the iapgio ones, with the
difference that non-scalar labels do not have numerically-approxienatternatives (i.e. do not
contributep, and py like scalars do). Figure 4 demonstrates this, showing the approximati8e ({1
19, 20, 21, 22}, (34b)) and non-approximative ({20, 6, 77, 134¢)) readings oMaybe twentyn
(34) above.
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Figure 4: Circles represent alternatives as sets of worlds, ordecedding to a modal base; lines
represent accessibility relations.

2.3.2 Alternatives as approximation
Maybe

Considering the similarity in interpretation betwaaaybe twentgndapproximately twentgointed
out in (5) and (6) (as well as betweeraybe beef strogano&ndapproximately beef stroganaoiff
(32a) and (31)), we might want to push further than the labeling analygigested above and
consider that the interpretation ofaybe Johnn (4), repeated below, could be thought of as ap-
proximation too.

(37) a. Ann: Who won the race?
Bill: Maybe John.
b. reading: {John, Mary, Peter}

This seems quite possible, provided that we are able to determine the agigrepales to range
over. Recall that epistemic approximation results when scale information iporeded into the
modal base/ordering source to yield an approximative reading. For\{&/ran think of John
as representing a point on some set of scales which contribute to the nasg#ébtulering source.
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Alternatives to John then are like John in certain relevant respects (eegd,spredisposition to
race, and susceptibility to performance anxiety) and represent pointese relevant scales that
fall close enough to John to be considered likly.

X = speed
y = susceptibility to performance anxiety
z = predisposition to race

Figure 5: Representation of the entity John in a space defined by speseepsbility to perfor-
mance anxiety, and predisposition to race

Approximately

Note that even when conceiving ofaybe Johras approximation, as suggested above, it still con-
trasts sharply witpproximately Johim (38), further emphasizing their different means of approx-
imating.

(38)  Ann: Who won the race?
Bill: Maybe John.
Bill’: #Approximately John.

This will be addressed in Section 2.4.3. There | will analgpproximately Johras quantifying
over alternatives that are hypothetical (i.e. non-real) people diffesfightly from John. The de-
gradedness ddipproximately Johin (38) stems largely from the fact that hypothetical people do
not win races.

Analysis

We can once again consider this in termsgfpx, with the relevant scale (or scales) being some
non-cardinality scale. Taking (37) and using our modal base to restricvalues’ to personspy
picks out worlds where the person intended by the speaker falls vdtbirthe uttered person John
on the relevant scale (or scales).

30Cf. The type-shifting operation in (78) in Section 2.4.2.
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I will not go into detail on how multiple scales should be implemented, but this ideasdr
on multidimensionality highlighted in work such as Alrenga (2007) and Sag&8di®). Alrenga
(2007) discusses comparatives lik@meand differentas comparisons of locations on a scale in
some dimension or set of dimensions (exgand y are the same col@mompares the locations of
x andy on a scale of color). When the dimension is left unspeciatheinvolves quantification
over all (relevant) dimensions, wheretifferentinvolves quantification over at least one (relevant)
dimension, as shown in (39).

(39) a. xandy are the sameV relevant dimensions of comparisoty: y in that dimension
b. xandy are different 9 relevant dimension of comparison xt¢ y in that dimension

From a similar perspective, Sassoon (2010) discusses certain gradgztives and their antonyms,
like healthyandunhealthy where the positive formhgalthy) involves quantification over all (rele-
vant) dimensions and the negative foramfealthy involves quantification over at least one (rele-
vant) dimension, as shown in (40).

(40) a. xis healthy-V relevant dimensions; is healthy in that dimension
b. xis unhealthy- d relevant dimension s.k is not healthy in that dimension

Paralleling these analyses, the usarnaybein examples like (4) The winner is maybe John
can be likened to a loosame(i.e. similar).

(41) xis maybe yV relevant dimensionsis similar toy in that dimension

In (4), the alternatives are people who are closddbnon all relevant dimensions. Note that
this approximative reading is again arrived at by using a unifiegbeas an epistemic possibility
operator.

2.3.3 Directionalmaybe
Maybe

Another case of uncertainty, as pointed out by Stephanie Solt (p.c.)ernsiis€42) wheranaybe
acts like the directional modifiext most

(42) [Context: Ann organized, but did not attend, a party last nighttepks it had a high
turn-out of around 75. Bill attended the party and does not know exactlymany people
were there, but believes the number to be 40, give or take 10.]

Ann: How many people were at the party?
Bill: Maybe fifty.

Here, it seems that Bill chose his response to best fit Ann’s expectattmer than to reflect the
number he really thought was most likely, 40. Below | will explore three iptsanalyses of this
directionality. | will subscriptmaybewith < or > when referring to its directional use. While all
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three of these analyses account for the data at hand, | assume Ardatysithe grounds that it
provides the most thorough formalization of the source and use of diratition

Approximately

Unlike maybe approximatelyis degraded when modifying an upper/lower bound. For example, in
(43) where fifty is the absolute largest value believes possatpproximately fiftyis marked as a
response, as it seems to suggest that values both below and above=figtysaible.

(43) [Context: Ann organized, but did not attend, a party last nighttepks it had a high
turn-out of around 75. Bill attended the party and does not know exactlymany people
were there, but believes the number to be 40, give or take 10.]

Ann: How many people were at the party?
Bill:  ?Approximately fifty.

It appears, then, thapproximatelyhas no directional reading on par witiaybe

Analysis 1 — Directionality as label on maximum/minimum possible value

The first analysis | consider for directiomalybes one that treats it as another case of labeling, as
discussed in Section 2.3.1 above. In (42), Bill chose the highest likelg yaly to minimize Ann’s
disappointment; he had several answers he could have given, apthfpnatic reasons he chose
the one calledifty. Note that this analysis predicts that Bill could have chosen the smallestyor a
other) likely value if it had been more in line with his communicative goals, and timsleed true.
This is demonstrated in the examples in (44), where Bill picks the lowest likdleva (44a) to
satisfy Ann and the highest likely value in (44b) to satisfy Charlie.

(44) [Bill thinks that the temperature is around freezing’(B2]

a. Ann: |hopeits cold enough to go ice skating. How cold is it?
Bill: Maybe- 30.

b. Charlie: I hope it's too warm to go ice skating. How warm is it?
Bill: Maybe< 35.

This analysis, while it can can account for the data at hand, has little pvediower, particularly
given that | have not imposed any formal constraints on label generdtitight of this, | examine
other possible, stronger, analyses below.

Analysis 2 — Directionality as implicature

The second possible analysis comes from Geurts and Nouwen (200@)liken maybeto the
directional superlative modifieet mostleast noting that they have similar distributions and inter-
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pretations, as in (45). Here they both provide an upper/lower boundrfiike/fewer tha)) and
they can be dislocated (unlikeore/fewer thah

(45) a. Betty had three martinis {at most/maybe/*fewer than}.
b. {Atleast/Maybe/*More than}, Betty had three martinis.

The directional superlativest mostleast however, have a more restricted distribution thazaybe
as shown in (46).

(46) Superlative vsmaybe (Geurts and Nouwen 2007, p. 26)

a. arestaurant with {*at most/maybe} as many as thirty tables
b. arestaurant with {*at most/maybe} thirty table or even more

| assume that this restriction is due to directionality. ‘Positive’ directed moslifike a fewand
at leastcontrast with ‘negative’ directed modifiers likewandat most(Moxey and Sanford 2000;
Sanford, Williams, and Fay 2001; Sanford, Dawydiak, and Moxey 28@X) in contexts like (47).
Assume that the speaker wants to maximize the number of trees saadatelyis felicitous with
positive modifiers andnfortunatelyis felicitous with negative modifiers.

47 a. Fortunately/#Unfortunately, a few trees were saved. (positda)
b. #Fortunately/ Unfortunately, few trees were saved. (negative mod)
c. Fortunately/#Unfortunately, at least forty trees were saved. (positod)
d. #Fortunately/ Unfortunately, at most forty trees were saved. {wegaod)

Returning to (46), the modifiems many aandor even moreappear to be positive, patterning
like other positive modifiers.

(48) a. Fortunately/#Unfortunately, as many as forty trees were saved. (positive mod)
b. Fortunately/#Unfortunately, forty trees were saved or even more. ositie mod)

The incompatibility betweeat mostandas many a®r even mordn (46), then, appears to be a
result of referring to thirty tables positively and negatively at the same timea@.saying that it is
both a small and a large quantity).

(49) a. *arestaurant with at mogs many ashirty tables
N——"

negative positive
b. *arestaurant with at moshirty table or even more
N—— N————’

negative positive
Geurts and Nouwen suggest thmaybediffers from superlatives in that it lacks a semantically-
specified direction, allowing it to remain felicitous with positive modifiers in (46 Neve seen,
however, thatnaybecan have a directional meaning, cf. (42). This suggestsibgbés direction is
pragmatically, not semantically, supplied, allowing it to have,a>, or neutral reading, depending
on the context.
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Directional uses ofmaybepattern much like superlative modifiers, demonstrated by the para-
phrases in (50).

(50) Context: Bill thinks that the temperature is around freezing 82

a. Ann: | hope it's cold enough to go ice skating. How cold is it?

Bill: Maybe- 30.
Bill': At least 30.
b. Charlie:l hope it’s too warm to go ice skating. How warm is it?
Bill: Maybe< 35.
Bill': At most 35.

The similarity begins to fade when considering (51). These sentencestis@alirectional version
of maybe which is unexpectedly more felicitous than the superlative modifienostin (51a).

(51) a. arestaurant with {*at most/maybeas many as thirty tables
b. arestaurant with {*at most/*maybé¢ thirty tables or even more

The degradedness ofiaybe with positive modifiers in (51b), then, cannot be given the same
explanation as that for the degradednesatanost As shown in (52)maybe- does not pattern like

a negative modifier, and in fact patterns like a positive modifieimilarly to (42), it provides an
optimistic flavor.

(52) Fortunately/?Unfortunately, maybéorty trees were saved. (positive mod)

Maybe.’s degradedness in (51b) cannot be due to a polarity conflict with thiéyeomodifiers,
since it itself is positive. Rather, | proposed thaybe: is degraded in (51b) because it is semanti-
cally incompatible with ¢ver) more The same is true @ft most At mostandmaybe: set the upper
limit at thirty, and whileas many asnerely contributes positive flavooy even moresemantically
contradicts the established upper limit, leading to infelicity (the number cannbbtheat most
thirty andmore than thirty. This conflict, along with the conflicts in directionality, are shown in
Table 2.

3IMaybe. also patterns like a positive modifier, though this is less surprising givéatheastis a positive modifier.

(@) Context: Bill thinks that the temperature is around freezing (BR

a.  Ann: | hope it's cold enough to go ice skating. How cold is it?
Bill: ?Fortunately/Unfortunately it's mayke30 (but probably warmer).
Bill': ?Fortunately/Unfortunately it’s at least 30 (but probably warmer).
b.  Charlie: | hope it's too warm to go ice skating. How warm is it?
Bill: Fortunately/?Unfortunately it's mayke35 (but probably warmer).
Bill: Fortunately/?Unfortunately it's at least 35 (but probably warmer).
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directionally compatible semantically compatible

at most+ as many as X v
at most+ or even more X X
maybe + as many as v v
maybe + or even more v X

Table 2: Semantic and directional compatibility of pairs of directional modifiers.

At most which always conflicts semantically and/or directionally with the modifiers if, (51
consistently infelicitousMaybe-, which conflicts withor even moras infelicitous witheven more
only.

While this analysis covers the data in question, it does not provide a forwoalat of the
source ofmaybés directionality, similar to Analysis 1 above. Therefore, | will explore onereno
analysis below.

Analysis 3 — Directionality from contextually-supplied min/max

Hackl (2000) and Nouwen (2010) discuss another class of modals isgittidnal readings. These
directional readings result from the relative scope of the modal and a niityiroa maximality
operator supplied by a comparative or superlative operator. Inf@3xample, where a possibility
modal is involved, an upper-bound reading results when the maximalitytop€sapplied by the
comparativeiewer than out-scopes the possibility operator (suppliedaipwed, and an unbound
reading results when the possibility operator out-scopes the maximality operato

(53) a. Jasper is allowed to read fewer than 10 books.
b. max(¢3Ix[#x=n& bookx) & read(j,x)]) < 10 (upper-bound)
c. o[max(Ix[#x=n& bookx) & read(j,x)]) < 10 (unbound)

| propose, based on examples like (54) and (55), that the minimality/maximalitatopean be
contextually supplied. The upper-bound reading in (54) is providedcbpiag the contextually-
supplied maximality operator over the possibility operator, and the lowerebmeading is (55) is
provided by scoping the contextually-supplied minimality operator over thsilgibty operator.

(54) a. [Context: The building is always chilly.]
You are allowed to turn the thermostat to 70.
b.  max(e3IX[#x=n& turnThermT¢x)]) = 70 (upper-bound)

(55) a. [Context: The building is always too warm.]
You are allowed to turn the thermostat to 70.
b.  miny(o3x[#x=n& turnThermTox)]) = 70 (lower-bound)

Provided that the minimality/maximality operator can be contextually supplied, tHigsséean
easily be applied tonaybeto account for its directional readings. The upper-bound reading2in (4
is simply a case where the maximality operator out-scopes the modal possibiligtapshown
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in (56a). Note that the reverse scope unbound reading, shown i (S@tested (‘it is possible
that maximally 50 people were at the party’), but it is not the same as theirextidnal readings
like (5), which makes no reference to minimality/maximality (i.e. has no contextuafipted
operator).

(56) Maybe 50 people were at the party.
a. max(o3X[#x=né& peopléx) & atParty(j,x)]) =50 (upper-bound)
b. o[max(Ix[#x=n& peopléx) & atParty(j,x)]) = 50| (unbound)

Under this analysis, the main difference betweaybe. ;. andat mostleastis that the latter
have a fixednaxoperator while the former hasmaax(or min) only as supplied by the context.

(57) a. maybe - 10
mad,/min,(¢...) = 10
b. atmost10
max(...) <10

This provides us with directional readingsrofiybewithout requiring additional machinery (given
that contextually-suppliethiymax are independently motivated). This also provides a straight-
forward explanation for the data in (51), as in Analysis 2 above: Botmostandmaybe are
infelicitous in (51) because they are semantically incompatible @it#m moren (51b). Onlyat
mostis infelicitous in (51a), however, because neithemostnor maybe: conflict semantically
with as many asand onlyat mostconflicts with it in directionality.

As this provides the most spelled-out account of directionality, | will asstimadysis 3. Noth-
ing that precedes or follows, however, crucially relies on this particulalyais. Furthermore, each
of these analyses allows a standard epistemic-possibility-operator treatinesgbe regardless of
its (lack of) directionality.

2.3.4 Summary

Above | discussed three different usesnefiybe(maybewith uncertain labels, alternatives as ap-
proximation, andnaybés directional uses), and | compared these to the useppfoximately a
comparison that will be expanded upon in Section 2.4. | provided andiystdsese different uses
of maybe and of which allowed a common core epistemic-possibility-operator analysiaybe

2.4 Non-(un)certain approximators

We saw in Section 2.2 that uncertain numerals can give rise to approximatidin &ection 2.3

we began to consider the useagproximately In this section | shift focus frormaybeto approx-
imately, using my analysis of uncertain numerals here to inform my analysapioximately In
Section 2.4.1 | propose an analysisapiproximatelyas a non-modal approximator, differing in im-
portant ways from modals likmaybe and in Section 2.4.2 | demonstrate that this analysis provides
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attested readings for a variety of co-occurring approximators. In $e2#b3 | discuss and resolve
a potential complication for this analysis.

2.4.1 Approximately

As was hinted at in Section 2.8pproximatelydoes not give rise to approximate readings in the
same way thatnaybedoes. | analyzedhaybeas an epistemic possibility operator that can express
that its complement is from some set of (sufficiently-close) alternativese Hdaim thatapprox-
imately marks no such uncertainty and expresses rather that something falls witige. rFor
example, inJohn is approximately 2@ohn’s age must falls within some range around twenty. The
lack of uncertainty | propose f@pproximatelyis supported by data like (58), wheapproximately
though notmaybeis consistent with the speaker knowing that John is 19 and not 20.

(58) A: Johnis 20.
B: No, he’s 19, though that means hajgproximately#maybe20.

Building on Hackl (2000)’s treatment @kactly | propose thaapproximatelyis a degree mod-
ifier as shown in (59§2

(59)  [approximately] = Ang.AD gy.3my € {yjn—0 <y <n+0} & D(m)

Here approximatelytakes a degrea and a partially-saturated parameterized deterriirigrand
asserts thabD holds of some degrem that is sufficiently close (as determined by a contextually-
supplied distance metriz) to n. The relevant parameterized determiner here is amaily adapted
from Hackl (2000) and given in (60), which takes a degnesnd plural predicatesf*and *g and
asserts that there is somsuch that both  and *g are true ofx and the cardinality ok is n.

(60)  [many] =Ad € Dcarg-A*f € Depy.A *g € Dy . IX*(X) = *g(X) = 1 & x hasd-many atomic
parts inf (Hackl 2000, p. 244)

A sentence like (61) would then be derived as shown in (62), whichrtas®t there is some
degreemthat is sufficiently close to 20 and there is some entguch thak is a plurality of people,
x arrived, and the cardinality ofis m.

(61)  Approximately twenty people arrived.

32Cf. the denotation he provides fexactly n [exactly n] = A D(gyy-D(n) =1 & —3[d > n& D(d) = 1], (Hackl 2000,
p. 126). This framework will be discussed extensively in Chapter 4.

33A parameterized determiner is of tyge((et)((etit))). In (59), all its argument positions except for the degree
argument have been saturated prior to this point.
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(62) a. (iv)

(iii) (ii)
((dt)t) (dt)

P /\
(didp))  d A

approximately 20

((ent) (et)
—_
n-many people arrived
b. [approximately] = Ang.AD gy.3my € {yjn—0 <y <n+a} A D(m)
[20] =20
[n-many peopld = A *g € D ey.7x peopléx) = *g(x) = 1 & x hasn-many atomic
parts inperson
[arrived] = Azarrived(z)
[(i)] = Ix.peopléx) = arrived(x) = 1 & x hasn-many atomic parts iperson
[(ii)] = An.3x.peopléx) = arrived(x) = 1 & x hasn-many atomic parts iperson
[Gii)] = ADgyy.3mg € {y|]20— 0 <y <20+ 0} & D(m)
[(iV)] = 3my € {y|20— 0 <y < 20+ 0} & Ix.peopléx) = arrived(x) = 1 & x has
nM-many atomic parts iperson

Approximatelyshows the same range effectsaaybe as can be seen by replacimgybewith
approximatelyin (63) (cf. (5), (6)), as shown below.

(63) a. Ann: How many people competed?
Bill: Maybe twenty.
Bill’: Approximately twenty.
b. reading: {18, 19, 20, 21, 22}

Note thatapproximatelycannot replacenaybein (7) to give rise to a reading like (5b), since
twentyhere is not appropriately scalar (cf. (36)).

(64) Ann: Which player has the most fouls?
Bill: Maybe twenty.
Bill’: ??Approximately twenty.

These approximative effects are captured in the denotation in (59), Wwitohporateso to
determine its range.
This denotation also captures an important difference, shown in (65).
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(65) a. It's Susan’s birthday today, and she’s maybe thirty.
b. #It's Susan’s birthday today, and she’s approximately thirty.

Approximatelyin (65b) is infelicitous because it is unable to accommodate the fact that itamSus
birthday (i.e. that Susan cannot be, e.g., 28 and three months old ontheap): Withmaybein
(65a), on the other hand, this information can easily be accommodated in tlablmasd, excluding
incompatible ages from consideration. This difference is reflected in thetalion above in (59),
wheremis drawn from a continuous rangéy(n— o <y < n+ g}), one that includes impossible
ages like 28 and three months. Whipproximatelyis consistent with it being Susan’s birthday,
in drawing from this continuous decimal range it suggests that intermediktesvare possible.
This requires extra effort on hearer’s behalf in order to fit the uttaada the context, resulting in
degradedness. In (65a), alternatives are again drawn from a deciate, but here witimaybethe
modal base acts as a filter, removing impossible ages from consideration.

Note that (65b) is acceptable in a very precise context like (66).

(66) It's Susan’s birthday today, though she’s oalyproximatelythirty right now. She won't
really turn 30 for another seven minutes.

The acceptability o&dpproximatelyin (66) is predicted by the account developed here. As discussed
above,m can be drawn from a continuous range centered around thirty.idfsmall enough (e.g.
10 hours) that it does not conflict with the date being Susan’s birthdayjsain (66), the utterance
should be felicitous. In what follows, however, | do not entertain sw&dings. In fact, such
reading are difficult to arrive at, as discussions of adult ages tenddadsgs that are less precise
readings than what is required in (66).

Note also that hearers are often tempted to paraphrase (65b) aaxéfi)s paraphrase obscures
the contrast betweemaybeandapproximately

(67) It's approximately Susan’s 30th birthday.

a. =it's 3 days before her 30th birthday
b. =it's her 29th, 30th, or 31st birthday

Unlike (65b), (67) has a reading that is felicitous in a context where it$au$a birthday. This read-
ing is given in (67b), where quantification ranges over birthdays, ged,asuch that no intermediate
values exist. This is the same kind of quantification seen in (68), which samge tournaments,
and in (69), which ranges over people, neither of which have intermedihies.

(68) This is approximately Susan’s 5th LPGA tour.
(69) Approximately 20 people competed.

| return to this quantification pattern in Section 2.4.3.
So, through associating scalars with range information as describedflg K2009), the simi-
larities betweemaybeandapproximately as well as their differences, can be captured. These are

44



summarized briefly in (70).

(70) a. approximately
()  non-modal
(i) does not accommodate contextual information
(i) useso for range
b. maybe
()  modal
(i) accommodates contextual information
(i) useso for modal base

Sinceapproximatelyis not modal it is unable to accommodate contextual information, but since it
draws ono in determining range it gives rise to the same roundness effeatayse

2.4.2 Modifier stacking

Sauerland and Stateva (2007) trapproximatelyandexactlydifferently from what was proposed in
(59). According to their analysis, scalar approximators function to régnanularity parameters in
the following way:approximatelyspecifies a course-grained scale (cf. lasg@ndexactlyspecifies

a fine-grained scale (cf. small). Thus,approximately »picks out a wider section of a scale than
exactly x

(71) a. [exactly]9¥(G) = G({finest(gran)}) (Sauerland and Stateva 2007, p. 233)
b. [approximately]9@(G) = G({coarsest(gran)})

According to this analysis, scalar approximators cannot be felicitousligesiaas shown as in (72),
because the first approximator sets the granularity parameter, leavirectreds/acuou®’

(72) a. #Johnis exactly approximately 30 (Sauerland and Stateva 2235
b. # John is approximately exactly 30

While Sauerland and Stateva do not address coerced readings giiidisgs are in fact available
for the sentences in (72). First considehn is approximately 3&nd imagine that there is some

34if the second approximator were truly vacuous, one might expee) {62be more or less equivalent, awkwardness
of vacuity aside, tdohn is exactly 3@nd (72b) should be similarly equivalentiohn is approximately 30

() Prediction from Sauerland and Stateva (2007)

a. #John is exactly approximately 30 John is exactly 30
b. #John is approximately exactly 30 John is approximately 30

This, however, does not seem quite right. Vacuity alone may make thicfed reading (i.e. (i)) unavailable, so
Sauerland and Stateva (2007) may be accurate so far, but we rtesgtdmbere.
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prototype for approximately-30-ness; if John reflects this prototypemnight be referred to as
exactly approximately 3@r (72a). The counterpaaipproximately exactly 3 (72b) has a reading
where the speaker acknowledges the ideal of exactly-30-nessssertssthat John is near this ideal.
In both cases, the (linearly) first modifier is modifying a coerced scalaha#approximately 30
andexactly 30need to be re-conceived as points on a scale (of approximately/ex@eHgs3 in
order to be modified by another degree modifier. Possible contexts aidgutdoelow.

(73) a. [To participate in a study, subjects must be approximately 30, safigfibeing less
than 345 days from their 30th birthday. John turned 364 days ago]
John is exactly approximately 30.
b. [To participate in a study, subjects must be within one day of their 30th biytllshn
turned 30 two days ago.]
John is approximately exactly 30.

The denotations developed in Sections 2.2.2 and 2.4.1, repeated in §j4)e(dw, stack in
a way that provides a more satisfying analysis. To complerapptoximately | include a new
denotation ofexactlyin (77), which is identical to (59), repeated in (76) below, except it is only
defined for values of that are smaller than some contextually-defined standa(de. the degree
mmust be very close tn).35 36

(74)  po =Awy(w) € {[p—0],...[u+ 0]}

(75) px=Awy(w) e{[u—x],...,[u+X]},.0<x< 0O

(76)  [approximately] = Ang.ADgy.3my € {yjn—0 <y <n+0} & D(m)

(77)  [exactly] =Ang.ADgy.3mg € {yjn—0 <y <n+0o} & D(m), defined ifo < oc

Further, | introduce a shifting operation that can take nouns from nalassto scalar readings.
This is shown in (78), which maps soméof any type) onto something of tyewhich corresponds
to that originalx on some relevant scafé.

35Hackl's denotation oexactly which will be discussed in Chapter 4 asserts that the proposition was ftthe o
uttered numeral but not of any larger number. My denotation rattsari@sthat the proposition is true of some number
very close to the uttered numeral (but which could be slightly larger olerma

36In support of this denotation, note thexactlycan still be used imprecisely, e.g. you can most likely utlery
arrived at exactly three o’clock her official arrival time is 3:00:00.1. And note that (76) and (77) ar@nipulating
granularity, similar to (71), though here through the userofSee Pinkal (1995) for an in-depth discussion of these
concerns.

37See Burnett (2012) for an alternative pragmatic account of this shiérein non-scalar adjectives (e.gtomig
geographical dead are degree expressions (specifically, absolute gradable adj¢stidgsct to a precision constraint.
Under most circumstances, this precision constraint causes themearamm-scalar, but the constraint can be pragmat-
ically removed in contexts lik&3 is more prime than.2The scale is presumably one of prototypicality, though what
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(78) Degree type-shift
AXg.Xg

By employing the type-shifting operation in (72), | can provide a satisfgeocount of the co-
erced interpretations in (72). This type-shift convéasproximately 30] in (72a) andexactly 37
in (72b) into scalars so that they can be modified again by the first apprmximi&us[approximately 30]
will representapproximatel®0y (the point corresponding tapproximately 30 or perhaps the
‘ideal’ represented bgpproximately 3®n some scale of ‘approximately 30’-ness), and similarly
for [exactly 3(.

Using this degree shift (indicated below with~*d”), exactly approximately 3@ow means
something that is very close to the ideal of ‘approximately 30", shown in, @& approximately
exactly 30means that something is reasonably close to the ideal of ‘exactly 30’, Shq@®@). This
seems much more in line with intuitions of what the sentences in (72) mean, wheétable.

(79) * />\
exactly

approximately 30
b. [exactly approximately 3] = [exactly] ([approximately]([30]))

=[Ang.ADygp.IXa € {yIn—0 <y<n+0} & D(x), defined ifo < o]

([Ang.ADgy.3xg € {yjn—0 <y <n+ 0} & D(x)](30))

2 [ANg.ADgp)-FXg € {yjn—0 <y<n+0} & D(x), defined ifo < ;] (approximatel$0y)
= [ADar-Fxa € {ylapproximatelB0y — 0 <y < approximatelg0y + o} & D(x)],
defined ifo < o¢]

®) 2 T
approximately

exactly 30
b. [approximately exactly 3] = [approximately]([exactly]([30]))

=[Ang.AD(gy.Img € {yln—0 <y<n+0} & D(m)]

[ANg.ADgp).3mg € {yln—0 <y<n+ 0} & D(m), defined ifog < ac](30)
ZAng.ADgy-3ma € {yIn— 0 <y < n+ o} & D(m)](exactyB0y)

= [ADgy-3Imy € {ylexactlyB0y — 0 <y < exactly80y + o} & D(m)]

Intuitions aboutexactlyin combination withmaybeare generally murky, but they provide an-
other test caseMaybe exactly 38eems to indicate that it is possible that the quantity in question is

exactly this means is not obvious. These adjectives might encode mufigrteas infinite) scales (e.giore pregnant

as closer to due date, larger belly, etc.). This is further complicated biathéhat coerced scalars do not pass all tests
for maximum-standard absolute adjectives (e.g. absolute adjecte/ésdiaitous in resultative constructions, but coerced
scalars are not, cHe pounded the metal flat/#hexagonal
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very close to 30If's around 30, maybe even exactly)3W@sing the shift in (78), an interpretation
predicted by the analysis developed here is that the plausible alternatwb®se close to the ideal
of exactly thirty which would presumably involve values close to 30 (though, since it'smtotty
clear what the relevant scale is, it's not entirely clear what the neartyatiees would be).

(81)  [maybe]([exactly]([30]))
=0[Ang.ADgp.IMy € {y|n— 0 <y<n+0} & D(m), defined ifo < oc|(30) E o[exact!yB0y]

f: po—exacllﬁod g: Px

Without the shift, there would ultimately be no scalar to introdpgeand py, so it seems that an
approximative reading would not be guaranteed in this case.

(82)  [maybe]([exactly] ([30]))
= 0[Ang.ADgy.Imy € {yjn—0 <y <n+ 0} & D(m), defined ifo < a;](30)
= 0[AD gy .My € {y|30— 0 <y < 30+ 0} & D(m), defined ifo < o]

It seems, then, that this analysis predicts the availability but not the nece$sitalarly-close
alternatives for utterances likeaybe exactly 3@vhich accords with intuition. A similar prediction
is made formaybe approximately 30

Overall, the analyses @pproximatelyandexactlydeveloped here predict interpretations that
line up well with hearer intuitions. Note that Sauerland and Stateva’s denwtatio(71), when
provided with a shift operation like (78), act much like the denotations in &58)(77) (i.e. give
readings like those in (79) and (80)). Additionally, they express randéteeir granularity could be
parameterized tor such that they would show the round number effects and infelicity with discon
tinuous alternatives (e.g. (65)) described above. The denotationS)imid (77), however, have
the advantage of avoiding the unattested vacuous-second-approxiesatiorgs that Sauerland and
Stateva claim for the sentences in (72). These denotations in (59) andl¢d/have the advan-
tage of according with the analysis of degree modifiers in Hackl (2000¢hatelps to account for
certain distributional asymmetries, which I will return to in Chapter 4.

2.4.3 Atomicity in approximation

This discussion ofpproximatelybrings up a new question: why @pproximately twenty peopées

a response tblow many people compete@?(83) less offensive thaapproximately thirtyin (84)?
More specifically, why doeapproximately twenty peoptet express that there may have been, say,
21.7 people?

(83) Ann: How many people competed?
Bill: Approximately twenty.

(84) # It's Susan’s birthday today, and she’s approximately thirty §/ekt).
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The solution here, | propose, is atomicity of the quantified phrase. Pe@pteasidered atomié,
and since they are not divisible, only whole-person increments arédeved in (6). Years, on the
other hand, are readily divisible, so non-integer increments are coediiote(84). The modifieap-
proximately | propose, is able to respect this atomicity and does not induce non-iaiégmatives
in (6) because it quantifies over an integer, not a decimal scale. Thismstswith the availability
of non-integer alternatives whepproximatelis complement is non-atomic, as in (84), wheg
proximatelyquantifies over a decimal scale. Recall also that (67), repeated bel8®)irg{ves the
reading demonstrated in (85b) which is felicitous when it is Susan’s birthddyloes not introduce
intermediate values. This is because quantification here ranges overapsgthwehich are atomic,
much likepeoplein (83).

(85) It's approximately Susan’s 30th birthday.

a. =it's 3 days before her 30th birthday
b. =it's her 29th, 30th, or 31st birthday

The modifiermaybelikewise respects atomicity, but recall that, unlieproximately maybe
can also accommodate contextual information (e.g. the fact that it is Susdhday in (65)).
Thus, (65b) is still felicitous because the modal accommodates the contei wut intermediate
values.

(5)  Ann: How many people competed?
Bill: Maybe twenty.

(65a) It's Susan’s birthday today, and she’s maybe thirty (years old).

Atomicity can conflict with contextual information. As we saw in (65), the contan re-
quire discontinuous alternatives, while non-atomicity of the quantified phrakls for continuous
alternatives. A similar case can be seen in &6).

(86) ? approximately two people

38Note that | am talking about people, not bodies.

39%Examples like (86) are often felicitous whapproximativelyis used correctively, as in (i).

(@) A: | hear we'll be interviewing two people for the position.
B:  Eh,approximatelytwo. There’s one person we're not quite sure about yet.

| assume B’s use aipproximatelyis felicitous here because B faces a stronger pressure to agree with éfiarttiest
extent possible (i.e. B is sayings, we are interviewing two people, but in a rough interpretation of ¥wo’
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The numeratwo is typically used relatively precisely, i.e. with a small*® Hereapproximately
begins to sound strange because of a conflict between atomicity and whiattelrm non-vacuity
of alternatives, a pragmatic constraint that requires sets of altern&ives/e a size greater than
one*l 42 Here | say that the set of alternatives exclusive of the item itself shoulbdeempty.
Conversely, though less relevantly here, it should not contain the entirerge.

(87) Non-vacuity of alternatives: for a set of alternatieesa| > 1

Since the quantified ungteopleis atomic and the range (e.¢.5)*3 contains only the uttered value,
as shown in (88), this violates non-vacuity of alternatives.

(88) a. approximately two people
b. {2}

40subitization may also be a factor here; if you saw two people, you would khnere were (exactly) two people. A
mass reading escapes this probleppfoximately two people’s-worth of parts, approximately two pounggoplg.

41| consider this primarily a consequence of the Maxim of Manner (‘Befbrierhis constraint is presumably in
effect in other domains that make use of alternatives. For exampi&astive focus cannot be used unless alternatives
can be computed (Rooth 1992), and questions are infelicitous if theyltripartition the domain (e.gDoes John own
the computer that he owns®Groenendijk and Stokhof 1984a).

42This is similar to the Non-vacuity principle, (Kamp and Partee 1995, p. 161)

0] (NVP) Non-vacuity principle: In any given context, try to interpretygredicate so that both its positive and
negative extension are non-empty.

For example, if knives are by definition sharp, the utteraFtuis is a sharp knifevould have only a positive extension.
This, however, is not how the sentence is interpreted. Inssbaapis reinterpreted more strictly to allow both a positive
and a negative extension.

43While o need not be5, is will likely be quite small, since 2 is a relatively unround number (cf.)100
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approximately two people

44For simplicity, this illustration shows only 1.5, 2, and 2.5 people as alteesthut witho = .5, all values between
1.5 and 2.5 are possible alternatives.
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The infelicity of (86), then, follows from the impossibility of simultaneously e&mng atomicity
and non-vacuity of alternatives. If the quantified phrase is insteadatamic, as in (90), non-
vacuity of alternatives is no longer a problem and the utterance is (ceeitmip) felicitous.

(90) a. approximately two people’s worth of weight
b. approximately two cadavers

Note thatmaybe on the other hand, can respect non-vacuity of alternatives andllessveeomicity
by giving a labeling (non-approximative) reading, as discussed in $e2iiol.

Relatedly, we can see that the alternatives arising freagbe Johmlo not tend to be the same
as the items that fall within the denotationagproximately Johyas alluded to in Section 2.3.2p-
proximately Johrseems to point to some (probably hypothetical) person who differs fromaaly
slightly. Maybe Johrgives a more macroscopic reading, allowing for (probably non-hypictie
alternatives that differ more sharply from John. This difference magugeto contextual informa-
tion accommodation: you are presumably searching for actual peopléypothetical John-like
people, so fomaybe Johrihe range ¢) needs to be wider if it is to include any alternatives not
already ruled out by world knowledge. Fapproximately Johnon the other hand, the range will
contain entities even without widening, since there is no modal base to exulvely hypothetical
John-like people.

Now that | have introduced atomicity as information that can be accommodatetbdhiers
like approximately my split betweerapproximatelyandmaybe(i.e. maybecan accommodate con-
textual information,approximatelycannot, as shown in (65)) might seem suspect. Here | would
like to emphasize that atomicity is distinct from the contextual information | hage dealing with
(e.g. whether or not it is your birthday).

Atomicity is about the quantified phrase, not the context, and is thus more Boalscale to
be quantified over is determined locally by the quantified phrase. If thdifjgdrphrase is atomic,
the scale will be an integer scale. If not, it will be a decimal scale. Contextrezn operate over
this scale to rule out decimal alternatives.

In (65), the quantified phrageearssets a decimal scale, and the context (in which it is Susan’s
birthday) rules out intermediate non-integer values as alternatives.1)nt{#e quantified phrase
peoplesets an integer scale.

(91)  Approximately 30 people were invited to the party.

2.4.4 Summary

This section introduced a Hackl-style analysisapproximatelywhich contrasts withmaybein its
ability to accommodate contextual information. This behavior was demonstraga@dinples like
(65), whereapproximately but notmaybeis marked due to the contextual need for discontinuous
alternatives. | analyzed this ability to accommodate contextual informationsa#ting from a
modifier's modal status: the modalaybecan accommodate contextual information, while the non-
modalapproximatelycannot.
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| then demonstrated that the denotations | provide for non-mapjatoximatelyand exactly
combine to produce attested readings, with the aid of the degree type-gf7i&)inFinally, | dis-
cussed the effect of a quantified expression’s atomicity. Atomicty expldioedthe readingt’s
Susan’s 29th, 30th, or 31st birthday todayavailable for (92b), but degraded for (92a).

(92) a. #It's Susan’s birthday today, and she’s approximately 30.
b. It's approximately Susan’s 30th birthday.

This is because (92a) quantifies over a non-atomic scale of time (which diov&isan to be
non-integer ages on her birthday) while (92b) quantifies over atomic biythd

Finally, note that, unlikenaybe(Section 2.3.3), there is no directioregdproximately In (93),
Bill’s response is roughly equivalent to Bill's, but Biff is not.

(93) Context: Bill thinks that the temperature is around freezing 32

a. Ann: | hope it’s cold enough to go ice skating. How cold is it?
Bill: Maybe- 30.
Bill”: At least 30.
Bill”: Approximately 30.

b. Charlie:l hope it’s too warm to go ice skating. How warm is it?
Bill: Maybe< 35.
Bill”: At most 35.
Bill”: Approximately 30.

2.5 Approximators and theories of vagueness

Sauerland and Stateva (2007) argue that scalar vagueness anthigpisigueness arise from sep-
arate mechanisms: scalar vagueness arises from a granularity paréimetar versiong > 0),
whereas epistemic vagueness results from quantification over epistenaicedigsible worlds. Hav-
ing (at least) two different mechanisms that give rise to vaguenessesguireterogeneous theory
of vagueness. The homogeneous theory they target to argue agasmstisohn (1999)’s pragmatic
halos. Below | will describe this theory and demonstrate how it alone is fffitisat to account
for the data | have presented. | will argue, however, contrary tor&autkand Stateva (2007), that
pragmatic halos are netrong, they are simply insufficient.

I will then discuss two additional modifieréke andabout using the diagnostics developed here
to determine what mode of vagueness they appeal to. | will showati@itshows some unusual
behavior, but behavior that can still be accounted for using the twortaity mechanisms dis-
cussed so far, epistemic possiblity operators (seen throwayfbg and range-denoting expressions
(seen througlapproximately.
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2.5.1 Pragmatic halos

The analysis of approximation from uncertainty presented above is reemisicLasersohn (1999)'s
pragmatic halos. Lasersohn proposes that a numeral, among othexpla@sa precise denotation,
and the referent of that denotation is surrounded by a halo of elemeiutis differ from it in prag-
matically ignorable ways. Under this theory, vague readings result ot fine denotation itself,
but from the elements in the halo being treated as if they were true. | arguehia pragmatic
halos are notvrong (contra claims by Sauerland and Stateva (2007)), they are not suffioi¢he
data | discuss. In particular, the theory as is predicts no differenceesbatmodal and non-modal
modifiers.

In the characterization Lasersohn provides of pragmatic halos, somen¢lensesurrounded
by a halo of elements which differ fromm in pragmatically ignorable ways, as illustrated in Figure
6.%° For example, in (1), repeated below in (94)= 20, anda’s halo includes 19.5, allowing the

halo containing truex

and ‘true enoughtr’, N

a// C{/N C{’

a
a

a//

Figure 6: a with its halos, containingt’, a”, anda’, which differ froma only in pragmatically
ignorable ways.

speaker to describe the book as costing twenty dollars.

(94) [Casually describing a book that costs $19.50]
This book costs twenty dollars.

Slack regulators like the hedgemughly andloosely speakingre terms that manipulate prag-
matic halos, functioning to more-or-less expded to include its halé®. For example, while
[twenty] is only true for 20 exactly[roughly twenty] is true for values that differ from twenty in
pragmatically ignorable ways. Other slack regulators fikeciselyandexactlyfunction to narrow
the halo aroundr, such that the halo arourféxactly a] is smaller than that arouridr].

45Lasersohn writes: “Given an expressiardenoting some object x, | like to think of the set the context associates
with x as arrayed around x in a sort of circular cluster, so | will call thistsgether with its ordering relation, the
PRAGMATIC HALO of X, or, extending the terminology, as the pragmatic halaf (Lasersohn 1999, p. 527) and
“Hc(a) is understood to be a set of objects which differ frper]™-C only in ways which are pragmatically ignorable in
C; <ac is an ordering oHc(a) according to similarity tda]MC”, (Lasersohn 1999, p. 548).

46E.g. [loosely speakingd] M€ = | JHc(®) — [®]M€ (Lasersohn 1999, p. 545)
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Another way to view this, employed by Sauerland and Stateva (2007), wensimoFigure 7,
where the area of the scale denotedobis shaded black, and the area of the scale includedsin
halo is shaded gray. Here the slack regulaxactlyfunctions to narrow the halo arourd while
the slack regulatoapproximatelyffunctions to include halo values in the denotattén.

2 17 18 19 zl) 21 22 23
Exactly 20 17 18 19 1) 21 22 23
Approximately 20 17 18 19 .21 22 23

Figure 7: Depiction of denotation (black) and halo (gray}veénty with and without slack regula-
tors.

Inadequacy of pragmatic halos

For our treatment of numerals in a pragmatic-halos framework, it would Heatrthe propositions
pgs and px, introduced in Section 2.2, are the same as the information structuring tragsagirc
halos (i.e. the information used to determine what is pragmatically ignorablecantbtorder items
based on similarity). However, one difference soon becomes appe#nh is seen most clearly
through slack regulators.

To see how the information used in the possible worlds account develepediffers from one
using pragmatic halos, compare the usenalfybewith the hedgeoughlyin (95).

(95) a. It's Susan’s birthday today, and she’s maybe thirty.
b. #It's Susan’s birthday today, and she’s roughly thirty.

As in (65)/(95a),maybecan readily accommodate the fact that it is Susan’s birthday, but with
roughly, this information does not seem to enter into halo construction, leading to ityféficAnd

this behavior is not specific to the temsughly. Recall thatapproximatelyshowed the same behav-
ior in (65). Even round numbers do not accommodate this kind of outsidemat®mn, as shown

in (96). Here, the speaker can utter (96a) to pick out a possible valoedrset of discontinuous
alternatives, but (96b) is unable to do so (i.e. (96b) cannot effégtbamvey that this person may
be 35 or 23 or 47, etc. but not an intermediate age). Similarly, using a rmumder in (96¢) can

47According to Lasersohn, this would exclug®, but | will ignore this here.

48Note thatroughly (like approximately is acceptable in a very precise context. For example, you can betjgedan
and insist that Susan is only roughly thirty if she was born at noon andurisrtly only 9am.
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convey that the speaker believes this person to be approximately thirtypbthiat he is one of a
set of discontinuous values around thirty (e.g. 23 or 35).

(96) [You're talking to an acquaintance, and she tells you her brotherwen in the year of
the ox, which for present purposes means he's 11, 23, 35, 47,15%9r B3 years old.
This acquaintance is in her thirties, so your best guess would be thatdikebis 35 (as
opposed to 11, 23, etc.).]

a. maybe thirty-five
b. #approximately thirty-five
c. #thirty

So, while there is overlap in the information structuring pragmatic halos and fibreniation
structuring possible worlds, the overlap is not complete. Halos deal wittispya (such as the
information contributed by, px in (29) and (30)) only, while modals accommodate precision as
well as additional contextual information.

SN
modals
additional con-
textual informa-
tion

Figure 8: Information accommodated by modals (engybé vs. halos/halo-widening terms (e.g.
roughly, approximately

halos

Using Sauerland and Stateva (2007)’s distinction between epistemic dadamaroximation,
it becomes apparent that the epistemiaybe thirtyaccommodates contextual information, while
scalarroughly thirty does not (parallels scalapproximately. Figure 8 can then be redrawn as
Figure 9.

N

epistemic approximation additional con-

textual informa-
tion

scalar approximation

Figure 9: Information accommodated by modals (engybé vs. halos/halo-widening terms (e.g.
roughly, approximately

Sauerland and Stateva (2007)’s objection to pragmatic halos
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Sauerland and Stateva (2007) discuss the following data, discusséalghg in Section 2.4.2, as
an objection to halos as a theory of vagueness.

(97) a. # Johnis exactly/precisely approximately 30.  (Sauerland and/&2Q67, p. 235)
b. # John is approximately exactly/precisely 30.

They argue that Lasersohn (1999)’s theory predicts that (97hiidhe felicitous, contrary to the
judgments they reportin (97). Following Lasersohn (1999), Figuresl®(replicated from Sauer-
land and Stateva (2007, p. 236)) shows the denotatio88, exactly 3Q approximately 3Papprox-
imately exactly 3andexactly approximately 3@re represented in black along a number line, with
pragmatic halos shown in gray.

» 27 28 29 P 31 32 33
Euactly 3 27 28 29 P 31 32 33
approsimately exactly 30 27 28 291 32 33
Exsctty approximately 3 27 23 || 32 33

Figure 10: Derivingapproximately exactly 3@ndexactly approximately 3ffom first-order-vague
expressions

Sauerland and Stateva claim tlagaproximately exactly 3th (97b), is ‘incorrectly’ predicted
to be felicitous under a pragmatic halos account, which would to alter thewedrbalo around
30 such that those values evaluate to true (instead of merely being treatedegswere true)'®
Sauerland and Stateva claim that their theory ‘correctly’ predicts (94 tofelicitous because “A
second scalar approximator in the scope of the first is vacuous”, siafieshhas already restricted
the granularity parameter such that the second cannot alter it, (Sauanid®lateva 2007, p. 235).

Counter to Sauerland and Stateva, however, many speakers find exdikg(87b) to be felic-
itous in an appropriate context, such as (98).

(98)  A: IsJohn exactly 30?
B: Yes, or if he's noexactly30, then he’sapproximatelyexactly 30

49They also claim that the reverse word orégactly approximately 3ih (97a) is likewise ‘correctly’ predicted to be
infelicitous under a pragmatic halos account. This time, however, therréashat, whileexactlyacts to narrow halos,
approximately 3Gas no halo. This vacuity, they claim, leads to infelicity.
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This is supported by its attested use in the examples in°99).

(99) a. What happens in approximately exactly a month? (-2 days)
b. This is approximately exactly what happened yesterday after luneb.dBiake.
Sooner or later each of the shoes and boots ended up approximatetly ¢xe same
size and it became a concern to help type socks along with T-shirts to thdfutrigh

seller.

Additionally, when second-order vagueness is taken into consideraisarsohn makes the correct
predictions for these sentences. This is shown in Figure 11, whenedsecder vaguenedswidens
the halo of a first-order-vague expression.

1t order 27 order

30 27 28 29 i) 31 32 33 27 28 29 1) 31 32 33

27 28 29 3 31 32 33
27 28 2|1 32 33

Figure 11: Derivingapproximately exactly 3@ndexactly approximately 3&com second-order-
vague expressions

Exacty 30 27 28 29 jz 31 32 33

Approximately 30

Approximately exactly 30

Exactly approximately 30

| maintain that, while halos may not lweong, they are not sufficient to describe patterns like
that in (65)°2 That is, this theory does not provide a means to appropriately alter thentofitee
halo based on the identity of the modifier.

2.5.2 The hedgdike

Now that this distinction between modal (e.grayb@ and non-modal (e.gapproximately ap-
proximators has been noted, we may expect to find modal itemsiégdewhich have been mis-

50From http://www.formspring.me/bdill, http://andresmax.com/post/7807328ianfranco-this-is-approximately-
exactly-what, respectively.

51second-order vagueness is the vagueness associated with deterbuinimtpries between borderline and non-
borderline areas. Generally, there is no clear delineation between the two.

521t is also worth bearing in mind that Lasersohn set out to addresgmatic slacknot to create a new theory of
vagueness. Though see Burnett (2012) for an argument to selfmagmatic slack as a subtype of vagueness.
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classified as slack regulators (i.e. act merely to make the items in the halo evaltraie). And
indeed this seems to be the case for Siegel's (20K2) In her analysislike a denotes a variable
corresponding either ta or an element withira's halo®® As can be seen in (100), howevike
can accommodate outside information, just likaybein (65) and (95).

(100) It's Susan’s birthday today, and she’s, like, thirty.

This can also be seen in an example like (96), repeated below with the addifika im (101b).
Here againlike can accommodate outside information, and (101b) can refer to one ofatisc
uous set of alternatives.

(101) [You're talking to an acquaintance, and she tells you her brothserern in the year of
the ox, which for present purposes means he's 11, 23, 35, 47,15%r B3 years old.
This acquaintance is in her thirties, so your best guess would be thatdikebis 35 (as
opposed to 11, 23, etc.).]

a. maybe thirty-five

b. like thirty-five

c. #approximately thirty-five
d. #thirty

As these examples sholike, like maybeand unlikeapproximately is felicitous in contexts
which require discontinuous sets of alternatives. This cannot be ezdl&iyn halos as described
by Laserson and suggests that there is some modal semantic compoliensteh that outside
information can be accommodated in its modal base, explaining the felicity of.(100

2.5.3 The hedgeabout

On the surface, the hedgboutseems to mean something very similaafiproximately but subtle
differences can be observed which suggestabautmay be modal. Consider (102), whexkout
is often judged to be not quite as degradedggroximately

(102) a. It's Susan’s birthday today, and she’s maybe thirty.
b. #It's Susan’s birthday today, and she’s roughly/approximately thirty.
c. ?It's Susan’s birthday today, and she’s about thirty.

A similar pattern holds in (103).

53siegel: If [a]MC represents the denotation afrelative to a modeM and context C, and; is a variable over
denotations of the same logical type[ag™C, then[like a]MC is (vi : v = [a]MC vv; € UHc(a)). (Siegel 2002, p. 62)
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(103) [You're talking to an acquaintance, and she tells you her brothsrbern in the year of
the ox, which for present purposes means he's 11, 23, 35, 47,15%r B3 years old.
This acquaintance is in her thirties, so your best guess would be thatdtleebis 35 (as
opposed to 11, 23, etc.).]

a. maybe thirty-five

b. like thirty-five

c. “?about thirty-five

d. #approximately thirty-five
e. #thirty

To explain this difference betweaboutandapproximatelyin (102)-(103), | propose thatboutis
modal, similar tdike andmaybe | interpret the remaining contrast betwesroutandmaybdlike,
however, as indication thaboutis also range-denoting, likepproximately

Below | present additional evidence for modal conterdlioutbased on the differential behav-
ior of approximatelyandaboutwith epistemic predicates and different patterns of intonation. | then
support my decision to treat the epistemic componeboiutas semantic, not pragmatic.

Evidence from epistemic predicates

Support for treating@boutas having some modal component comes from its interaction with epis-
temic predicates. First consider Matushansky (2002)’'s account ofafiieseem While bothap-
proximatelyandaboutare felicitous in the complement of propositiosaemshown in (104b) and
(105b), onlyaboutis felicitous in the complement of non-propositiosaemshown in (104a) and
(105a).

(104) a. John seems about six feet tall.
b. John seems to be about six feet tall.

(105) a. ?John seems approximately six feet tall.
b. John seems to be approximately six feet tall.

Matushansky argues that a non-propositional complemesg¢@fmust be a scalar or contain
an overt degree operator (see also Morzycki 2011). This mightestigigatabout but notapprox-
imately, is an appropriate degree operator, pointing toward a difference indiweiax such that
about but notapproximately would form a DegP complement and thus be licensed as the com-
plement of non-propositionaeem It is not independently clear, however, wabout but not
approximatelyshould pattern with overt degree modifiers.

Given the lack of independent evidence for the syntactic accounteatbhgropose that this
contrast betweeaboutandapproximatelystems from epistemics. Matushansky describes the non-
propositional form ofseeml am discussing as ‘perceptual’ (as opposed to propositiseah).

This can be seen in the sentences below. To utter (106a), direct evidem@eded, whereas to utter
(106b), the speaker must be making an epistemic deduction (“for exampgleaonot enter a room,
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look at Kleenexes and medicine bottles strewn all over the floor, and w@g4dj],” (Matushansky
2002, p. 225)). Matushansky paraphrases (106a)-type sentast@erceive that P holdand
(106b)-type sentences ism what | see | conclude that P holdgven in (107).

(106) a. The squire seems sick. (Matushansky 2002, p. 225)
b. The squire seems to be sick.

(207) Matushansky paraphrases

a. Non-propositionalt perceive that P holds
b. Propositionalfrom what | see | conclude that P holds

There seems to be another nuance to (106a), though. It may be betiphyzesed ak believe,
based on perception, that P holdaich that it has a (hon-deductive) epistemic component.

(108) Revised Matushansky paraphrases

a. Non-propositionalt believe, based on perceptiomat P holds
b. Propositionalfrom what | see | conclude that P holds

Note also the contrast between (106a) and (109), where (109)rappaah stronger than (106a).
(109) The squire is sick.

Now the lower felicity ofapproximatelyin (105a) may be due to the uncertainty conveyed by
non-propositionakeemconflicting with the precision and certainty pragmatically associated with
approximately On the other hand, the uncertainty conveyed by non-propositsaeatis consistent
with the uncertainty associated widbout

In support of this, consider the useagproximatelyandaboutin the scope of the modal auxil-
iary mightbelow, with the relevant paraphrases given in italics.

(110) a. John might be about six feet tall.
John is somewhere in the ballpark of six feet
b.  John might be approximately six feet tall.
It is possible that John is approximately six feet tall

In (110a),about can give rise to something like a modal concord readimiglit does not add
any additional epistemic meaning), whereas in (1l&iproximatelycannot and instead seems to
require some specialized context to be felicitous. A similar pattern is seesedgti{seentoes not
add any additional epistemic meaning), suggesting that $etimandabouthave some epistemic
modal component that can act in concord, shown in (111) and (112).

(111) [The speaker is inspecting the construction of a model airplane]

a. That seems about right.
As far as | can tell, that seems righdr more literally
| believe, based on perception, that that is right.
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b. That seems approximately right.
As far as | can tell, that’s not quite right, but it's closa: more literally
| believe, based on perception, that that is approximately right.

(112) a. Johnseems about six feet tall.
As far as | can tell, John is six feet tathr more literally
| believe, based on perception, that John is six feet tall.
b. John seems approximately six feet tall.
As far as | can tell, John is close to six feet.more literally
| believe, based on perception, that John is approximately six feet tall.

Its behavior with discontinuous alternatives in (102) and (103), as wdtkebehavior in the
complement oeem point towardabouthaving some modal component.

Evidence from intonation

Another context which may help us pinpoint the meaningladutis the comparison between (113)
and (114). In both these contexts, rising intonation (indicated hefd liy used to mark speaker
uncertainty (following Gunlogson 2008). In (113b), rising intonation amalybegive a modal
concord reading, whilmaybealone in (113c) appears uncooperafi¢d.his uncooperativity results
from maybés marking a lack of speaker commitment in conjunction with falling intonation’sfailu
to elicit a source for the commitment the speaker has failed to make (for fljisis\asee Zaroukian
2011b). This contrasts with (114), where (114c) remains coopenatiitieut rising intonation.

(113) Amy: How many books did John bring?
Ben:
a. 107
b. Maybe 10?
c. #Maybe 10.

(114) Amy: How many books did John bring?

Ben:

a. 107

b. About 10?
c. About 10.

54Bear in mind that this uncooperativity is largely restricted to (fragmentyansontexts. In previous examples like
It's Susan’s birthday today, and she’s maybe thatg felicitous without rising intonation.
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This pattern is predicted under a modal accourathadutwhere the speaker does not commit 10
butdoescommit to some range around 10, as suggested by the degradedabssitmompared to
maybdlike in (102) and (103), repeated below.

(115) a. It's Susan’s birthday today, and she’s maybe thirty.
b. #It's Susan’s birthday today, and she’s roughly/approximately thirty.
c. ?It's Susan’s birthday today, and she’s about thirty.

(116) [You're talking to an acquaintance, and she tells you her brothsrbern in the year of
the ox, which for present purposes means he's 11, 23, 35, 47,15%r B3 years old.
This acquaintance is in her thirties, so your best guess would be thatdtleebis 35 (as
opposed to 11, 23, etc.).]

a. maybe thirty-five

b. like thirty-five

c. “?about thirty-five

d. #approximately thirty-five
e. #thirty

Aboutwith rising intonation gives rise to a concord-like reading in (114b),ahdutwith falling
intonation is not infelicitous since the speaker expresses commitment to aanangel 10 (i.e. it
is still a helpful discourse move). Notice that hat@utpatterns more likapproximatelyin (117),
again supporting the idea thalbout tenalso expresses commitment to a range around 10.

(117)  Amy: How many books did John bring?
Ben:

a. 10?
b. Approximately 10?
c. Approximately 10.

Locus of modality

Here | would like to justify my decision for treatirgpoutas semantically modal, rather than simply
being pragmatically associated with uncertainty. The semantics | proposddatare given in
(118), withapproximatelyrepeated below.

(118)  [about] = Ang.ADgy.3my € {yjn—0 <y<n+0} & D(m) & oD(n)
(119)  [approximately] = Ang.ADgy.3mg € {yjn—0 <y<n+0} & D(m)

In (118) and (119)aboutandapproximatelydiffer in thataboutexpresses ‘I don't know ex-
actly, 1 do know approximately’, whereapproximatelyexpresses something more like ‘I know
approximately’.
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| offer two arguments for treatingbouts uncertainty component as semantic. First, | showed

thataboutparticipates in modal concord, and modal concord has been treate@@msate and/or
syntactic, not pragmatic, phenomenon (Geurts and Nouwen 2007; Aarah&rasoveanu 2010;
Huitink 2012; Zeijlstra 2008). Second, we can see in examples like (120}Hlsauncertainty
component is not defeasible. In (120), the speaker is presumed to kaowwn age and can
describe it as being within some range around 25 (i.e. (120a)), bubtase expressions that
indicate that she may be 25 ((120b) and (120c)). If uncertaintyépbeandaboutwere defeasible,
they should be felicitous in this context.

(120) [Speaker is 27 years old]

a. I'mapproximately 25.
b. ?I'm about 25.
c. #I'm maybe 25.

These arguments are summarized in (121).

(121) Data consistent with semantic uncertainty:

—  Allows modal concord — due teD(n) (¢oD(n))
- with seem (112)
—  with might (110)
- with?, (102)

—  The uncertainty is not defeasible, (120)

2.5.4 Summary

In the account | have developed, modals and non-modals approximatghhdifferent mecha-
nisms, capturing approximative readings and the differing abilities to liceaserdinuous alterna-
tives in (122).

(122) a. It's Susan’s birthday today, and she’s maybe/like thirty.
b. ?It's Susan’s birthday today, and she’s about thirty.
c. #lt's Susan’s birthday today, and she’s approximately/roughly thirty.

Each of these modifiers approximates by using range information assowititethirty which |
formalized throughps and px, but through different mechanisms. Modals likeybeand like
license discontinuous alternative by quantifying over a modal base inladternatives can be ruled
out. Non-modals likeapproximatelyguantify over continuous ranges and have no mechanism for
ruling out alternatives within that range of quantification.

Pragmatic halos are similar to the present analysis in the way they determinadiecofaal-
ternatives/approximation, but halos involve precision only. An additiomaedsion, modality, is
required to capture the differences highlighted in (122), arguing fastarbgeneous approach to
vagueness. The means of approximation discussed here are divisiealasin Table 3.
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modal maybe

like

about

non-modal | approximately

exactly

roughly

pragmatic slack/halos/roundness

Table 3: Summary of modal split

A summary of the diagnostics used to arrive at this classification is given invheldable
4. Here modals are divided betweenrange’ (e.g. maybg and “+range’ (e.g. abou) and are
compared with non-modals (e.@pproximately.>®> These diagnostics are exemplified in (122)—
(125).

+modal +modal —modal
—range +range +range
contextual information accommodation, (122) v
interactions with modals
— felicitous withseem (123) v
— concord withmight, etc., (124) v
— concord with rising intonation, (125) v
— infelicitous answer w/o rising intonation, (125) v

v
v
v
Table 4: Summary of behavior under diagnostics

(123) a. ??John seems six feet tall.
b. John seems maybe six feet tall.
c. John seems about six feet tall.
d. ??John seems approximately six feet tall.

(124) a. John might be about six feet tall.
John is somewhere in the ballpark of six feet
b. John might be about six feet tall.
It is possible that John is approximately six feet tall
c. John might be approximately six feet tall.
It is possible that John is approximately six feet tall

(125) Amy: How many books did John bring?

551 do not explore the-modal—range modifiers here, which are not of interest here.
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Ben:

a. (i) 107?
(i) Maybe 10? ~107?
(iii) #Maybe 10.

b. (i) 107?
(i)  About 10? ~107?
(i) About 10.

c. () 107
(i)  Approximately 10? #107?

(iii)y  Approximately 10.

2.6 Conclusion

By examining constructions likmaybe twenty have shown that information associated with nu-
merals can be incorporated into a possible worlds semantics, which hastfabberesult of accu-
rately describing their approximating behavior as well as their diverggnoe constructions like
approximately twentynotably in contexts with discontinuous sets of alternatives like that in (126).

(126) a. It's Susan’s birthday today, and she’s maybe/like thirty.
b. ?It's Susan’s birthday today, and she’s about thirty.
c. #It's Susan’s birthday today, and she’s approximately/roughly thirty.

Under this analysis, scalars represent ranges, with closer valuagbere probable. In modal
contexts (e.g.maybe tweniy this information is incorporated into the modal base and ordering
source such that plausible alternatives are those scalarly close, tegeagproximation. It can

also be seen that, while this same information may be used in pragmatic halo$,cos¢eatual
information sets these types of approximation apart and suggests that berdges contain modal
components. The approximators with a modal component can then accomrmodtetual in-
formation, while non-modal approximators cannot, and | showed that thiseadlois to reclassify

like andaboutas modal. This partition is repeated in 5, building up to the table presented in the
introduction on page 13.

modal maybe

like

about

non-modal | approximately

exactly

roughly

pragmatic slack/halos/roundness

Table 5: Summary of modal split
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This analysis supports a heterogeneous view of vagueness beyosplitheetween inherent
vs. contextual vagueness, one that systemically distinguishes readingsaged from modal and
non-modal modifiers.

This analysis has an interesting cross-linguistic application in Approximatixerdion, a phe-
nomenon in East Slavic languages like Russian whereby a houn and aahoarereverse order to
yield an approximative interpretation.

(227)  a. Ivarprocital dvadcat’knig.
Ivanread twenty books
‘lvan read twenty books.’

b. IvanproCital knig dvadcat'.
Ivanread bookstwenty
‘lvan read approximately twenty books.

While my interest in Approximative Inversion here is semantic, see Zaro{Riai?) for a novel
syntactic analysis which incorporates modality to derive approximation.

Despite typically being translated as ‘approximately’ (Yadroff and Billing8& 3ereltsvaig
2006, a.0.), Approximative Inversion marks speaker uncertainty armdifuns much like the uncer-
tain numerals discussed above. Notably, it is felicitous with discontinuousatiess, likemaybe
isin (126).

(128) Birthday example: (Pereltsvaig 2006, p. 284)
[Masha is going to a colleague’s birthday party and is asked how old tliaggae is.
Since she doesn’t know him very well, she is guessing his age from lks,letc. ...]
a. let tridcat’
yearsthirty

b. #priblizite'no tridcat’ (let)
approximatelpthirty years

c. #30-35et
30-35years
‘approximately thirty years’

Here, approximative inversion is felicitous, shown in (128a), lilizitelI'no ‘approximately’ or
providing an interval are not. Unlike English uncertain numerals, howgygroximative Inversion
does not seem to allow a labeling reading. Its infelicity in examples like (126, ik due to the
inability of 35 to provide a large enough for the set of alternatives to contain any value but 35
itself, violating non-vacuity of alternatives.

(129)  Zodiac example:
[You're talking to an acquaintance, and she tells you her brother wasibvdne year of
the ox, which for present purposes means he’s 11, 23, 35, 47,15%r B3 years old.
This acquaintance is in her thirties, so your best guess would be thatdtleebis 35 (as
opposed to 11, 23, etc.).]
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a. #let tridcat pjat’
yearsthirty five
‘approximately thirty-five years’

While this ostensible inability to bear a label reading is somewhat mysteriousjghiso paral-
lels the behavior of Englisabout as will be shown in Chapter 4. Overall, the patterns seen in
Approximative Inversion provide striking support for this analysis ofsh uncertain numerals.
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3 Uncertainty, prosody, and their interaction
3.1 Introduction

In Chapter 2, we saw intonation used as evidence for modal contahbint(Section 2.5.3). In this
chapter, | supply the analysis that allows us to account for such pateenesein | treat rising into-
nation as a quantifier over possible worlds which can participate in modabbwith modals like
aboutandmaybe In developing this analysis, | focus on rising intonation in declarativeaeses®
to questions.

When responding to a question, a speaker can use rising intonation toténdizzertainty, as
demonstrated in (1a). The speaker can also include an epistemic possihiétp dite maybein
(1b). Surprisingly, though, an epistemic possibility adverb alone appearand uncooperative
(indicated with #), shown in (18.

D) Amy: What is John’s favorite color?

Ben:
a. Blue?
b. Maybe blue? ~(1a)

c. #Maybe blue.

Also surprising is the near-equivalence in meaning between (1a) ajidd@dpite (1b) containing
twice the uncertainty markers as (1a), they both express that the speakercertain that blue is
John's favorite color.

Note that other epistemic adverbs ligmbablydo not show this near-equivalence.

(2)  Amy: What is John'’s favorite color?

Ben:
a. Blue?
b. Probably blue? #(2a)

c. Probably blue.

Similar to (1a)-(1b), (2a) seems to indicate speaker uncertainty with respdioe truth of the
proposition that John’s favorite color is blue. (2b), on the other hageins to indicate that the
speaker thinks John's favorite color is most likely blue, and the speakeesses this with rising

56Throughout | use the word “response” for an utterance that is intetuladdress the Question Under Discussion.
This is more liberal than a complete/partial “answer” in the sense of @rabjx and Stokhof (1984b).

57These responses can be improved with inferential continuations suchl &sel like he always wears blue shirts,
so it would make sense for blue to be his favorite cdlam assuming there is no such continuation in these examples.
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intonation because he is uncertain that he has understood the quesperiyp(e.g. believes Amy
already knows John'’s favorite color and does not understand whwshld ask him).

When using non-fragment responses, the pattern again changesv®thsat the full-sentence
response (3a) is not equivalent to its adverb-containing counteipd8is) or (3c). Instead, similar
to (2b), (3b) favors a trick-question reading. And, similar to (1c¢), €dg)ears uncooperative.

3) Amy: What is John’s favorite color?
Ben:

a. It'sblue?
b. Maybe it's blue? #(3a)
c. #Maybe it’s blue.

In this chapter | provide explanations for these patterns, drawing framid@son (2003, 2008)
on rising intonation and Anand and Brasoveanu (2010) on modal cdngdunlogson analyses
rising intonation as marking a speaker’s commitment to their utterance as caont(sge Section
3.2.1). Following Gunlogson’s analysis, we expect the following paesg®y for the responses in

(1):

4) Predicted interpretations

(1a) Blue?
‘It's blue, but don't believe me that it's blue unless someone can verify.

(1b) Maybe blue?
‘It's possible that it's blue, but don’t believe me that it's possible that it'sshiumless
someone can verify.’

(1c) Maybe blue.
‘It's possible that it's blue.

In actuality, as described above, (1b) means approximately the samé aand élc) is relatively
infelicitous. | propose that the similarity between (1a) and (1b) is a resulboéord between the
two uncertainty markers in (1b). Because of the mechanics of concdapt aising intonation can
only participate in concord with adverbs that match it in strength, which inslodg/be but not
stronger adverbs likprobably, preventing (2b) from giving a concord reading equivalent to (2a).

Infelicity of responses like (1c) is, | propose, a matter of cooperatiRiging intonation, per
Gunlogson’s analysis, invites another discourse agent to confirmadpegtion uttered with rising
intonation. By usingnaybewith falling intonation, the speaker is making only a weak commitment
and is not providing an opening for any other agent to help answer #stiqo.

The difference between fragment and full-declarative responsegygested to belie the fact
that these fragments are declaratives. The ostensible lack of conc@t)irs due to biases in
interpreting the locus of uncertainty, and when these are compensataddmcord reading results.

Section 3.2 provides an overview of Gunlogson (2008) on rising intonat@ction 3.3 pro-
vides an analysis of (1) and (2) by expanding on Gunlogson and treding intonation as an
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epistemic possibility marker that participates in modal concord with epistemic pibgsdverbs.
Section 3.4 addresses the data in (3) by exploring two cases in whichrddretweermaybeand
rising intonation does not appear to be available, followed by a discuséiwheaiher fragments
responses as in (1)-(2) can be assumed to be underlyingly declasieton 3.5 concludes.

3.2 Rising intonation

3.2.1 Gunlogson on rising declaratives

Gunlogson (2003, 2008) discusses the use of declaratives as qaeaidn (5b). While a typical
question looks like (5a) and utilizes rising intonation along with interrogatimtesy sentences like
(5b) can function as questions as well, using rising intonation with declastivtax (cf. (5¢))(Gun-
logson 2003, p. 8).

5) a. lIsitraining? (rising polar interrogative)
b. It'sraining? (rising declarative)
c. It'sraining. (falling declarative)

Gunlogson demonstrates that though both polar interrogatives and résitegatives can function as
guestions, rising declaratives have a more restricted distribution. Inydartithey are infelicitous
in out-of-the-blue contexts like (6) (Gunlogson 2008, p. 104).

(6) [Robin is sitting in a windowless computer room with no information abouttumweather
conditions when another person enters from outdoors.] Robin to newcome
a. lIsitraining?
b. #It's raining?
c. #lt’s raining.

With the proper contextual support, however, a rising declarative isdemgras demonstrated in (7)
(Gunlogson 2008, p. 104).

(7)  [Robin is sitting, as before, in a windowless computer room when anp#rson enters.
The newcomer is wearing a wet raincoat and boots.] Robin to the newcomer:
a. lIsitraining?
b. It'sraining?
c. (I seethat/So/Oh) It's raining.

Gunlogson’s analysis in a nutshell is that a declarative introduces a commitamehrising
intonation on a declarative marks that commitment as contingent. If the commitmemtisgent
on ratification by the addressee, the utterance is interpreted as a quéstisuch, rising declar-
ative questions require a context that supports the speaker as hdeiqgade evidence to make a
(contingent) commitment (‘Speaker Evidence’) and the addressee a@srhene authoritative that
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the speaker so than the addressee may ratify the speaker’s contiogenitment (‘Addressee Au-
thority’) (Gunlogson 2008, p. 114).

(8) a. ‘Speaker Evidence’:the speaker is perceived as having adequate evidence to commit-
ment top
b. ‘Addressee Authority’: the addressee is perceived as being more authoritative than the
speaker so that the addressee may ratify the speaker’s contingent comimitme

Gunlogson formalizes this through a framework similar to Hamblin (1971), evaeliscourse con-
textC contains, for each discourse participant, their discourse commitments (wighircgmmit-
ment set, ocs) and the commitments for which they are a source (their source s, or

(9 Cq=(04q,0,...), where eaclwy is a triple(cs ss x), with x as agentin d, and:
a. cs={weW: all discourse commitments of agenin discoursed are true inw}
b. ss={weW: all commitments of agent in discoursel for which agenty is a source
are true inw}

Declaratives express speaker commitment, where if agelgclares, p will be ‘added’ toa’s cs
andss where ‘adding’p to acsor ssmeans eliminating all worlds not compatible wiplwithin the
csor ss(i.e.cs = csN p,sS = ssN p).

Rising intonation on a declarative marks the speaker’s commitment to the cofiteat declar-
ative as contingent on some discourse condition obtaining, as define@)in (1

(10) A discourse mov@ by an agentr is contingentupon a discourse conditiahif:

a. o does not obtain at the time of
b. Itis inferable in the discourse context that the update effectqd igyto be retained
only if d obtains after the discourse move immediately succeeding

If the discourse condition it is contingent on is ratified by the addresseggfmed in (11) (with3
as the addressee), itis interpreted as a question, as defined in (12).

(11) A discourse movg committing an agent to ¢ is contingentupon ratification by an agent
B, a # B, if:
a. fisimplicitly authoritative with respect t@ at the time ofu
b. Itis inferable in the discourse context tlees commitment tog will be withdrawn
unless the discourse move immediately succeedihgs the effect of committing
to ¢ as a source

(12) An utterance of a declarative with contemis questioningo the extent that the speaker’s
commitment is understood as contingent on the addressee’s ratificagon of

The contrast between (6bl'é raining? without evidence) and (7b)t{s raining? with evi-
dence) is due primarily to the speaker’s ability to act as a source for thiessqu proposition. In
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both cases, the addressee has just come in from outside and is thus thoréative with respect
to the weather than the speaker is, so the rising declarative can be felicitonsingent on ratifi-
cation by the addressee (i.e. interpreted as a question). And in (7bpeahkes has some weaker
evidence (from the addressee’s appearance) that it is rainingb)nh@wever, the speaker has no
such evidence and cannot felicitously commit to rain (even contingentlyis i¥summarized in
terms of Speaker Evidence and Addressee Authority below.

#(6b) —Speaker Evidence;Addressee Authority

13
(13) (7b) +Speaker Evidence;Addressee Authority

In the following section, we will examine the success of this framework otagxpg examples
like (1).58

(1) Amy: What is John’s favorite color?

Ben:
a. Blue?
b. Maybe blue? ~(1a)

c. #Maybe blue.

3.2.2 Rising declarative responses

Moving beyond rising declarative questions, this section focuses og figionation in responses,
as in (1). Following Gunlogson (2008), rising intonation marks an utteras@@ntingent, so in a
rising declarative like (1a) the speaker’s commitment to the proposition thatidbliohn’s favorite
color is contingent on some discourse condition. In order for this to bepiatierd as a question,
the addressee must be a potential source for that commitment (Addresteeik). However, in
asking the question, the addressee implied ignorance, making him an implaasitde. Therefore,
a rising declarative like (1a) does not receive a question interpretdtisimply conveys a lack of
speaker commitment without being contingent on ratification by the addre#iseemeone can
corroborate the response, it can be added to the discourse, bab@@tion is not necessarily
expected.

The responses in (1), however, do not have the interpretations tid Wwe expected in Gun-
logson’s framework. These expected interpretations are given inr@ghated from (4).

(14) Predicted interpretations
(1a) Blue?
‘It's blue, but don't believe me that it’s blue unless someone can verify.

58While | assume that such examples are underlyingly declarative, |exal@rnatives in 3.4.
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(1b) Maybe blue?
‘It's possible that it's blue, but don’t believe me that it's possible that it'shimless
someone can verify.’

(1c) Maybe blue.
‘It's possible that it’s blue.

(1a) should express that blue is John’s favorite color, but only comntthge&lue to the rising into-
nation. (1b) should make the rather weak claim that blue might be Johwstéaeolor, but only
contingently, due to the rising intonation. (1c) should express that it iSkpedbat John’s favorite
color is blue, non-contingently.

In reality, however, (1a) and (1b) seem equivalent in meaning, ar)aé€ems infelicitous.

(15) Actual interpretations

(1a)~ (1b) =~ It's blue, but don’t believe me that it's blue unless someone can verify.
(1c)=#

| propose that the solution to the equivalence between (1a) and (1b)ossaguence of modal
concord, and the infelicity of (1c) is due to the uncooperative useaybewithout rising intonation.

These solutions will both be explored in the following section, in which | prexddovel concord
analysis where a modal adverb in combination with rising intonation gives risetal concord.

This will draw on Gunlogson (2003, 2008), but will provide motivation orevised analysis of
rising intonation as quantifying over the speakess

3.3 Concord in rising declarative responses

This section begins with an overview of modal concord, which is then appi#gte data in (1) to

explain the equivalence between (1a) and (1b). Finally, we addresswose infelicity is unre-

lated to modal concord but stems from the uncooperativity of underintorenstatements uttered
with falling intonation.

3.3.1 The phenomenon of modal concord

Modal concord occurs when multiple modal items give rise to the reading bajamgle modal
item, as in (16).

(16) a. John mighpossiblybe home by curfew.
(i) ‘It's possible that it's possible that John is home by curfew.’ (no cody
(i) ‘It's possible that John is home by curfew.’ (concord)
b. John mustandatorilybe home by curfew.
() ‘I's mandatory that it's mandatory that John is home by curfew.” (nocmrd)
(i)  ‘It's mandatory that John it home by curfew.’ (concord)
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Here, the modal elements can unite in meaning as in the paraphrases in {icddgord can occur
when a modal auxiliary (e.gmight mus) and a modal adverb (e.guossibly mandatorily have
the same (or similar) flavor (i.e. modal base) and quantificational forcgl6kw), we can note that
the auxiliary and adverb share epistemic flavor and existential forcen4mhéb) they share deontic
flavor and universal force. A concord reading is not available ifedh&ra mismatch between force
(17b) or flavoP® (17¢). (In what followsE = epistemicD = deontic;3 = existential ¥ = universal.)

(A7) a. John perhaps; mightz 5 be home. (concord)
b. John perhags; must v be home. (no concord)
c. John legitimately 5 mights 5 be home. (no concord)

3.3.2 An analysis of modal concord

For an analysis of modal concord, | draw on Anand and Brasove2®il0}, who suggest that
modal concord occurs when a modal adverb takes a modal argumeocaases both to share the
same modal base. They provide denotations for modal auxiliaries antbadsein (18). (In what
follows f is the modal base. The ordering source is omitted for clarity. | use owaEbta highlight
gquantificational force.)

(18) a. Modal aux: (Anand and Brasoveanu 2010, pp. 23-24)
| v
(I) [[must]] = AWA f(s((st)t>))\ p<st>ﬂ f(W) Cp
3
——~
(i) [may] = AWA figsoen A Pisty- [ F(W)Np#0
b. Modal adverb: (Anand and Brasoveanu 2010, p. 24)

(I) [[obligatorily]] =A M(s((s((st)t))((st)t))))\WA f(s((st)t)))‘ p(st) : f is deontic.
/—’v\—\

MW)(f)(p) A [ T(w) S p
(i) [legitimately] = A Mg/ sistt)) sty AWA frsseyy A Prsy = T is deontic.

3
—_——~

MW)(f)(p) A () f(wW)Np+#0

59 Flavor mismatch is allowed with an epistemic adverb, according to Anan@easbveanu (2010).

0] a. John mugty obligatorilyp v be home. (no concord)
b. John definitely v musp v be home. (concord)
(i) a. John might 5 allowably, 5 be home. (no concord)
b.  John possibly s musp 5 be home. (concord)
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It is through presupposition that the modal adverb ensures that thebaalve auxiliary share the
same modal flavor (e.gbligatorily only composes with deontic auxiliaries). An example deriva-
tion for the combination of the deontic auxiliampustand the deontic advertbligatorily is given

in (19).

(29) musp v obligatorilyp v (concord)
/—/vh /—’v%
a. [AMAWAfAp: f is deontic.M(w)(f)(p) A[ ] f(w) C pl(AWA fAp.[) f(w) C p)
I obligatorily L must I
X Be
b. AwAfAp: fis deontic.()f(w) C pA[)f(w) C p
must

L I
obligatorily must

Anand and Brasoveanu (2010) claim that agreement in force is relqasra result of a non-
cancellable-V implicature generated fromforce modal$® Thus, if a3-force modal occurs with a
V-force modal, there will be a clash between the latter and-thémplicature of the former. This is
demonstrated in (20) and (21), where the auxiliary and adverb are miseddtcforce (for clarity,
(b) shows the conflicting implicature in gra$p.

(20) musp v legitimately 5 (no concord)
v 3
a. literally:(f(w) S pA () f(wnNp#0
st |

legitimately

v 3 -y
b. w/implicature | f(w) S p A [(JfW)NPp#OA [ |f(w) C p|

T —

L J
legitimately must

(21) may, 5 obligatorilyp v (no concord)

60Anand and Brasoveanu (2010) only discuss this implicature within matiarhs, but presumably it applies to
modal auxiliaries as well, (21).

61anand and Brasoveanu (2010) argue that cancellation in these coistexisavailable for a simple assertion (e.g.
(i), where a generic operator cannot cancel not-all implicatunmad), but can be accomplished during a subsequent
discourse update (e.qg. (ii)).

0] *Most dolphins are dolphins. (Anand and Brasoveanu 2010, p. 25)

(i) We can legitimately deny your request. In fact, we have to. (AnandBaadoveanu 2010, p. 25)
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3 v

N

a. literally: () f(w)Nnp#0A () f(w)Cp

may
I obligatorily I
3 - v
b. w/implicature: | f(w)Np#0 A ~[[|f(w) Cp| A((fW)Cp
1 Ty ]

L J
obligatorily may

3.3.3 A modal-concord analysis for rising intonation

Returning to rising declarative responses, we want to determine wheitlaLb) are equivalent.

(1) Amy: What is John’s favorite color?
Ben:

a. Blue?
b. Maybe blue?
c. #Maybe blue.

To do so, | propose a revised analysis of rising intonation which treatsaitpassibility operator,
and | introduce an Epistemic Commitment Principle in (24) which relates rising itior@ other
epistemic possibility operators. This will then allow a modal-concord readifgmf

| assume thamaybeinvolves existential quantification over epistemically accessible worlds, as
shown in (22).

3
———

(22)  [maybe] = AMAWA fAp: f is epistemicM(w)(f)(p) A ﬂ fw)Nnp#0
Gunlogson characterizes rising intonation as marking an utterance asgemttiand | will further
formalize this as existential quantification over worlds epistemically accessttethe speaker’s
cs

3

(23)  [?l=AwAfAp.)f(w)n{w|pCcsinw}#0

Note that here | have relativized theto possible worlds. Rising intonation now, instead of merely
marking a commitment as contingent, also expresses that the set of words mpiseconsistent
with the speaker'ss (here, intersected with the set of epistemically-accessible worlds) is non-
empty. This is similar to theeduction setor set of contexts accessible from some given context
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(Gunlogson 200152
Using rising intonation as the argumentrofiybe composition progresses as follows:

[maybe 79
=[maybe] ([?]) 0]
= [AMAWA 2 p. £ is epistM(w) ()(p) A () F(w) N p# 0} </\W/\ fAp. () (W) N{W|pCcssinw} # 0) (ii)
I maybe ! ? I
E|cs 3
=AwWA fAp: fisepist( | f(w)N{wW|pCcsinw} #0A()f(w)Nnp#0 (iii)
R o 2
I maybé? I

If maybe? (read: maybewith rising intonation) allows modal concord, we expect concord
between the underlined items 1 and 2 above, which match in (epistemic) fladdexstential)
force. These two items, however, quantify over different sets: itemadtifies over epistemically
accessible worlds wherp is true, while item 1 quantifies over epistemically accessible worlds
wherep s in the speaker'ss However, if someone is possibly committeddove can assume that
they considep epistemically possible, which | codify in the Epistemic Commitment Prindple.

(24)  Epistemic Commitment Principle: ocsp |= ©epistP
If an agent is possibly(/contingently) committeddat can be assumed that that agent
believesp is possible.

This reduces to treating a speakar&as their epistemic modal base. (It assumesctie N f(w),
i.e. csis stricter)

Following the Epistemic Commitment Principle, the contributiomafybes entailed by?, and
we can see why (1a) and (1b) are equivaléntaybe 7 evaluates td?].

- [)\w)\f/\p:fisepistﬂf(w)ﬂ{V\/\pg cssinvd};éo] (iv)
=11 )

62 The reductions set of C is defined #is= { <C,C’> such that<C,C’>< R}. R is defined below, wher# is the
powerset operator.

() Let R be an accessibility relation between contexts C, C’' such<d@&C'>c R iff csp(C’) € O(csa(C)) and
¢3(C’) € O(cxs(C)) and C’ is not empty (Gunlogson 2001, p. 48)

63This resembles the epistemic step, by which a speaker canBafethinks it isn't redfrom Ben doesn't think it's
red. Sauerland (2004) formalizes this a& ¢ — K—¢, whereg is a proposition and is Gazdar (1979)’s epistemic
certainty operator. The Epistemic Step (i ¢ — K¢ @) allows us to infeBen is committed to it possibly being blue
from Ben is possibly committed to it being blue.
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So, by treating rising intonation as quantifying over the speaksras in (23), and by assuming
the Epistemic Commitment Principle, we can account for the concord readitif)in (

Note that this Epistemic Commitment Principle applies in other cases of possible comtitmen
Itis not restricted to modal-concord contexts and can be inferred fttarances likdlue?in (1a).
This is demonstrated in (25), where a continuation contradicting this assurhpsancontradictory
feel, and a continuation reiterating the assumption has a redundant feel.

(25) a. #Blue? By the way, | don'’t think it could be blue. (contradictory)
b. #Blue? By the way, | think it could be blue. (redundant)

The same pattern can be seen in other cases of entailment, as demonstizégd in (

(26) a. #John has a laptop. By the way, | don’t think John has a computefcontradictory)
b. #John has a laptop. By the way, | think John has a computer. (reddindan

Additionally, the Epistemic Commitment Principle can also be seen in Gunlogsaarspiss of
rising declarative questions liKés raining? (5b).

27) a. #lt's raining? By the way, | don't think it could be raining. (catictory)
b. #It's raining? By the way, | do think it could be raining. (redundant)

3.3.4 Rising intonation with other modal adverbs

Below | demonstrate that the analysis above makes correct predictionsthbdnterpretation of
rising intonation in combination with other modal adverbs. First, observe thadrthlysis predicts
concord readings with all epistemic possibility adverbs, notjusgbe since they are all subject to
the Epistemic Commitment Principle. And, as demonstrated in (28), this predictiort.is me

(28) Amy: What is John’s favorite color?
Ben:

a. Maybe blue?+ Blue?)
b. Possibly blue?~ Blue?)
c. Perhaps blue?<(Blue?)

On the other hand, universally-quantifying adverbs tkedinitelyare predicted to not lead to modal
concord, since an appropriate entailment relation is lackng.

640r, similarly, according to Anand and Brasoveadafinitely absolutely etc. are flavor- and force-neutral and act
to strengthen the force of the auxiliary.
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(29)  definitely+?
ocsP [~ LepistP

Or, if we treat a speakeriss as their epistemic modal base, the lack of concord would be due to a
conflict between the universal force définitelyand the non-universal implicature @f

3 - v

(30)  [Definitely p?] = f(W)Np#0 A [ | f(w) < p| A[)f(w)Cp

?
L I
definitely?

This prediction holds for other universally-quantifying adverbs likeloubtediyandcertainly. And,
as predicted, the concord reading is not attested.

(31) a. Definitely blue?5 Blue?)
b. Undoubtedly blue?# Blue?)
c. Certainly blue?#£ Blue?)

Likewise, the adveriprobablyis predicted to not lead to modal concord, again due to its quan-
tificational force (which here | calosT, somewhere near universal force) being too strong for the
appropriate entailment relation to hold.

(32)  probably+?
OcsP & MOSTepistP

Or, if we treat a speakerissas their epistemic modal base, the lack of concord would be due to a
conflict between the near-universal forcedeffinitelyand a nommostimplicature of? (mis some
threshold).

3 —MOST MOST

—_——~
_ [NfW)Np] INfw)np|
(33)  [Probably p?]]_lﬂf(W)ﬂp%fDAﬁ ‘AW >m. 1N F(w)]

probably?

This prediction holds for other near-universally-quantifying advédikeslikely. And again, as pre-
dicted, the concord reading is not attested.

(34) a. Probably blue?4 Blue?)
b. Likely blue? & Blue?)
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Instead, with (near-)universally-quantifying adverbs, rising intomaseems to conveig this the
kind of answer you're looking foP?, not the speaker’s level of certainty about blue being John’s
favorite color. So, with other epistemic modal adverbs, this analysis makesrieet prediction§®

3.3.5 Cooperativity and (1c)

We have seen that the near equivalence between (1a) and (1b) aacdumted for through modal
concord. The final step in accounting for the data in (1) is to addressftHieity of (1c).

D) Amy: What is John’s favorite color?

Ben:
a. Blue?
b. Maybe blue? ~(1a)

c. #Maybe blue.

In this response Ben is neither answering the question under discussiopening the door for
anyone else to do so. In other words, Berecontains the proposition that John’s favorite color
might be blue, but Ben does not provide an opening for anyone to stemis@urce for this actually
being John’s favorite color. And this uncooperativity seems to be exadliitiu of infelicity this
utterance suffers fror.

85This reading will be discussed below and referred to as QUD-uncertainty

66A potential objection to the discussion above is that it presupposes thetrafmisnodal concord even exists. Geurts
and Huitink (2006) and Huitink (2012) argue that no special machineneé&led to derive concord readings from
epistemic modals, since the entailment relations in (i) are considered to hbklépistemic domain (though not in other
domains, e.g. deontic).

() a.  oop—op
‘If it is possible that it is possible thag, then it is possible thap’
b. OO¢p—DOg
‘If it is necessary that it is necessary thgtthen it is necessary that

Since cases of epistemic concord can be derived through logicalsmeétiout any special concord machinery, and
since there does not seem to be e.g. deontic intonation to check whethanéhismenon is more general, these cases
may not be relevant for arguing for/against any particular theory adahconcord (for other analyses see Geurts and
Nouwen (2007); Zeijlstra (2008); Huitink (2012)). Accordingly, sumfguing is absent in this paper. Bear in mind,
however, that not requiring special concord machinery does nké th@se modal concord readings any less real.

87Note that similar responses in the form of exclamatives are felicitous,#s in

() Amy: What is John’s favorite color?
Ben: Hey, maybe it's blue! That would be great, because | have a hifté sould give him!

One reason for the felicity is that they carry emotive content (Guti€Rezach 1996, a.0). So, while Ben is neither
answering the question in (i) nor providing an opening for anyone el$etis,expressing what he would like the answer
to be.
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3.3.6 Summary

In this section we accounted for the pattern in (1) using modal concordramdng on Gunlogson
(2008)’s analysis of rising intonation. We amended the analysis by treding intonation as ex-
istential quantification over speakecs and we introduced the Epistemic Commitment Principle
to show how, though they do not quantify over the samersaybeis redundant under rising into-
nation. This also allowed us to explain the behavior of other adverbs witlg irsionation: adverbs
like probablyin (2) have a quantificational force that is too strong to allow them to participate
modal concord with (existential) rising intonation. In the next section we wik lmore closely at
predictions generated by this proposal and address the data in (3).

) Amy: What is John’s favorite color?
Ben:

a. It's blue?
b. Maybe it's blue?¢(3a)
c. #Maybe it's blue.

3.4 Concord in a range of rising configurations

Our analysis has assumed that fragment responses, like those in @ jeatarative.

D) Amy: What is John’s favorite color?

Ben:
a. Blue?
b. Maybe blue? ~(1a)

c. #Maybe blue.

These responses, however, can be ambiguous between declandtiveesirogative fragments, as
shown by the paraphrases in (35).

(35)  Amy: What is John’s favorite color?
Ben:

a. Blue?

It's blue?

Is it blue?

b. Maybe blue?

It's maybe blue?
Is it maybe blue?

Furthermore, recall that in Section 3.1 we introduced full declarativesdpeated below, and
we noted that (3a) and (3b) do not seem equivalent. This contrasts witgthivalence of their
fragment counterparts in (1a) and (1b).
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3) Amy: What is John’s favorite color?
Ben:

a. It'sblue?
b. Maybe it's blue? #(3a)
c. #Maybe it’s blue.

The lack of equivalence between (3a) and (3b) might suggest thai figionation in full declara-

tives does not participate in modal concord, an exception unexplained autrent analysis. Addi-
tionally, if the fragments in (1) are underlyingly declarative, it is unexpgtiat they should pattern
differently from the full declaratives in (3), casting doubt on the asgionghat these fragments
are declarative.

In this section, we will examine rising intonation in a variety of configuratioosjes of which
will show an ostensible lack of concord reading between rising intonatidmeaybe as in (3b).
This will be shown to be an artifact of 1) mismatched uncertainty readind®, iofelicitous prag-
matic weakening. We will conclude by returning to the question of whetheethlagments are
declarative or interrogative.

3.4.1 Different uncertainty readings

Atfirst blush, the lack of equivalence between (3a) and (3b) couidtbgoreted as indicating a lack
of concord in (3b). | argue below that (3b) allows a concord readind that its lack of equivalence
with (3a) is due instead to (3a) and (3b) each favoring a differentrtaingy reading.

To see the two different uncertainty readings mentioned above, obdevthe fragment re-
sponse in (36a) and full-sentence declarative response in (360tdeem equivalent. (36a) does,
however, seem equivalent to the full-sentence interrogative respoii36c).

(36) Amy: What is John’s favorite color?

Ben:

a. Blue? (p)
b. It's blue?%(36a) (QUD)
c. Isitblue?~(36a) (P

The difference, | propose, is that the rising intonation in (36a) and)(f#6ors what | term an
‘uncertainp’ reading, where the speaker’s uncertainty is with respect to the truttegirtiposition
expressed (here, the speaker is not certain that blue is John'#dasolor). On the other hand,
the rising intonation in (36b) favors what | term an ‘uncertain-QUD’ iegdwhere the speaker’s
uncertainty is with respect to the identity of the question under discussi@i/)br(here, Ben is not
sure that Amy is asking what John'’s favorite color, perhaps becagisd&8ieves that Amy already
knows John'’s favorite color).

(37) a. Uncertain-p reading: Reading where a speaker’s uncertainty is with respect to the
truth of the expressed proposition
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b. Uncertain-QUD reading: Reading where a speaker’s uncertainty is with respect to
the identity of the question under discussion

Where relevant, | notate rising intonation’s preferred uncertainty rgadithe right of each exam-

ple.
Observe that whemaybeis present, fragment, full-declarative, and full-interrogative resgens

seem comparable, all preferring an uncertpireading.

(38) Amy: What is John’s favorite color?

Ben:

a. Maybe blue? (p)
b. It's maybe blue?:(38a) (p)
c. lIsitmaybe blue®(38a) (p)

On the other hand, wheprobablyis present, an uncertain-QUD reading is biased, though not for
full-sentence interrogatives.

(39) Amy: What is John’s favorite color?

Ben:

a. Probably blue? (QUD)
b. It's probably blue?=(39a) (QUD)
c. lIsitprobably blue?¢(39a) (p)

These readings are summarized in Table 6.

modifier sentence form favored interpretation

- fragment uncertaim-
- full declarative uncertain-QUD
- full interrogative  uncertairp
maybe  fragment uncertairp
maybe  full declarative uncertairnp
maybe  full interrogative uncertairp
probably fragment uncertain-QUD
probably full declarative uncertain-QUD
probably full interrogative uncertairp

Table 6: Attested readings from (36)-(39)

So, while it appears that rising intonation can have either uncertainty gpadierrogative
structure seems to force an uncertginreading, as do weak epistemic adverbs (engyb, while
strong epistemic adverbs (e.gtobably) force an uncertain-QUD reading. In this way, fragments
and full-declarative responses pattern alike in their interactions with epistatmérbs, unlike full
interrogatives.

In support of this, notice that when fragmeBlue? and full-declarativdt’s blue? occur in a
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context that strongly biases a particular reading, they appear equiv&le see this first in (40),
where the context establishes that Ben does not know John'’s favoldte lsiasing an uncertaip-
reading of the rising intonation.

(40) [Uncertainp context: As part of a party game, Ben is answering trivia questions about
John. He doesn’t know John very well but is trying his best.]
Amy: What is John’s favorite color?

Ben:

a. Blue? (p)
b. It's blue?~(40a) (P)
c. Isitblue?~(40a) (p)
d. It's maybe blue?:(40a) (p)

In this context, now (40a) and (40b) appear equivalent. Note tha) {(d@dso equivalent to (40a)
(and (40b)), indicating that full declaratives allow a concord readieigvbenmaybeand rising

intonation.
A similar pattern can be seen in (41), where the context establishes that Anwvgiie that Ben

knows John’s favorite color (ruling out an uncertgimeading), biasing an uncertain-QUD reading
of the rising intonation.

(42) [Uncertain-QUD context: Amy and Ben were recently discussing’ddavorite color and
established that they are both sure that it is blue.]
Amy: What is John’s favorite color?

Ben:

a. Blue? (QUD)
b. It's blue?~(41a) (QUD)
c. #lsitblue?%(41a)

d. #It's maybe blue?(41a)

In this context, now (41a) and (41b) appear equivalent. As mentiormaabowever, interrogative
structure and the adverbhaybeboth force an uncertaip-reading, and this uncertaimreading is
incompatible with the context where Ben know's what John's favorite dslao (41c) and (41d)

are infelicitous.
We are now in a position to give a full explanation of (3), repeated belowjta ostensible lack

of concord reading.

(3)  Amy: What is John’s favorite color?

Ben:
a. It'sblue? (QUD)
b. Maybe it's blue?t(3a) (p)

c. #Maybe it’s blue.
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In a neutral context without an epistemic adverb, full declaratives apjoebias an uncertain-
QUD reading, so (3a) receives an uncertain-QUD readipUD)?8. With maybe an uncertairp
reading is preferred, so (3b) receives an uncertaiaading ¢csp). Importantly, even though (3b)
is not equivalent to (3a), (3b) can still give a concord readingo(= <epistp). We saw this already
in (40), where we used a context that biases an uncepta@ading in the full-sentence declarative.
Furthermore, note that (3b), while not equivalent to (3a), is equivadetne fragmenBlue? (e.g.
(1a)), which likewise favors an uncertapreading.

Thus we see that rising concord is available between rising intonatiomagtleso long as
rising intonation receives an uncertgireading. Concord then follows from the Epistemic Com-
mitment Principle ¢csp = <epistp). Lack of equivalence between responses Maybe it's blue?
and itsmaybeless counterpait’s blue? does not indicate lack of concord but rather a difference in
uncertainty readings.

3.4.2 Pragmatic weakening

The second case in which concord readings appear to be absestvahise we consider rising
declarative questions. Consider the example in (42) (adapted from @aaml@008, p. 104), where,
counter to our prediction, a concord reading does not appear to batdea

(42) [Robin is sitting in a windowless computer room when another perstnsenThe new-
comer is wearing a wet raincoat and boots.] Robin to the newcomer:
a. lIt'sraining?
b. #It's maybe raining? #(42a)

The questions in (42a) and (42b) are not equivalent, but this time it isuetala discrepancy
between uncertaip-and uncertain-QUD readings The utterance in (42b) sounds more like a
suggestion than a question and is relatively bizarre out of the blue, partjcdirected at someone
who just came in from outside and knows whether or not it is raining.

To see why (42b) is infelicitous, first consider the case where (42ig)wves a cumulative (i.e.
non-concord) reading. Here the speaker contingently commits to thegitiopahat it is possible
that it is raining. The speaker has adequate evidence for this, butehkespalso has adequate evi-
dence for the stronger propositittis raining and so is not expected to choose the weaker proposi-
tion. This is that much more unexpected given that the addressee is in amptsitiake the stronger
commitment (that it is or is not raining) as well. So, assuming cooperativeecsationalists, (42b)

68This uncertain-QUD may be biased in full-declarative responses siegectin be seen as a repetition of the per-
ceived QUD (t/John’s favorite color is X. Fragment responses, on the other hand, provide no such repetition

69Note that uncertain-QUD readings should not be at play here, sinde Rabtroducing the QUD.
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is infelicitous/®

Note that the felicity improves in a context where the addressee is not gativerwith respect
to whether or not it is raining, but is authoritative with respect to whethapbit might be raining.
For example, if, instead of arriving from outdoors, the addresseeljigstked the weather report in
the paper and saw the probability of rain for the present time of day, {¢2&ljcitous.

Given that a cumulative reading is infelicitous, why can’t a concordingacescue (42b)? |
propose that a concord reading of (42b) is infelicitous due to the prageféit of concord. As
Zeijlstra (2008) describes it, to achieve a single-modal reading, only &esimgdal item is neces-
sary, so the presence of a second modal item in modal concord contpxégyimatically marked
(cf. Grice’s Maxim of Manner, specifically “Be brief”, (Grice 1975))é gives an emphatic ef-
fect. When two possibility modals are used where only one is needed, thisteadwveakening
effect (more remote possibility). So, just as (43b) is weaker than (#8a%ingle-modalt’s maybe
raining? in (42b) is weaker than its single-modal countergstraining? in (42a), even under a
concord reading.

(43) a. John might be home by curfew.
b.  John might possibly be home by curfew.

In statements like those in (43) this pragmatic effect does not affect felieity, will argue below
that it has a noticeable effect on the felicity of declarative questions aswes like (i) where the
weakening effect of modal concord conflicts with discourse requirésnen

This emphatic effect is not limited to modal concord and has been explorespth ¢or em-
phatic double negation, where an emphatic reading of multiple negation canwlcen Negative
Concord is not obligatory (Zeijlstra 2008), as in (44).

(44) a. Dat heb ik nooit neit gezien (Dutch) (van der Wouden 19944p)
that have | never not seen
‘| never saw that’
b.  Sijis nooit nie beskikbaar nie (Afrikaans) (Zeijlstra 2008, p. 322)
she is n-ever neg available neg
‘She is never ever available’

"ONote that if only possibility is relevant, i.ét's maybe rainings at the right level of informativity, (42b) is still not
felicitous because the rain gear alone is sufficient to conclude that raissitpe, obviating rising intonation, cf. (i).

0] [Robin is sitting in a windowless computer room with no information aboutent weather conditions when
another person enters from outdoors.] Robin to newcomer:

a. #There’s evidence pointing toward it being rainy right now?
b.  There's evidence pointing toward it being rainy right now.
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A similar emphatic effect can be seen in (45), where redundant ‘strexygyessions (e.gvery,
ofter) lead to a strengthening effect, and redundant ‘weak’ expresstogsogcasionally sort of)
lead to a weakening effect.

(45) a. Miss Tox was often in the habit of assuring... (Fowler and Fov@@6 1p. 342)
b. We are very, very happy with the result. (van der Wouden 1994 %). 1
Lord Roseberry has not budged from his position—splendid, nbtdofilonely isola-
tion. (Fowler and Fowler 1906, p. 342)
d. Klein huisje (Dutch) (van der Wouden 1994, p. 145)

small house-DIM

‘Small little house’
e. Ben sometimes occasionally attended mass.
f.  David was somewhat slightly annoyed.

Returning to the concord reading of (42b), the use of two uncertaintyermvikhere only one
is required leads to pragmatic weakening, here marking heightened umiserfehis heightened
uncertainty implies that the speaker does not have adequate evidetice fmmmitment they are
making (e.g. they do not realize the correlation between rain and wet eajndend if the speaker
does not have adequate evidence, they cannot felicitously make the commitiiners (42b) is
infelicitous under a concord reading due to an inference of lack of Sp&akdence.

Now we see that modal concord readings may be technically possible ifty declarative
questions like (42b), but they express a heightened lack of certaintynjpattible with the use of a
declarative. Note that this contrasts with rising declarative resporsas(46).

(46) Amy: What's the weather like right now?
Ben:
a. lIt'sraining?
b. It's maybe raining? ~ (46a)

There the speaker faces pressure to provide an answer to thetcQen making a declarative
felicitous though the speaker’s evidence may not be sufficient. In (d@)speaker faces no pres-
sure to assert that it’s raining. And while concord is infelicitous with risinglatative questions
like (42), this does not reflect a failure in the theory proposed aboveather a conflict between
the pragmatic effect of concord and the requirement of declarativespeakers have adequate
evidence for their commitments.

So far we have seen two cases where concord readings appeamexpectedly absent. These
were shown to be due to differences in uncertainty readings and pragnegiaess, which are
orthogonal to and compatible with the analysis developed in Section 3.3. NewtilMase evidence
from here and elsewhere to address the question of whether examplgs ke declarative.
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3.4.3 The syntactic status of fragments

We have assumed, but not verified, that the fragments in, e.g., (1) &g disclaratives, not inter-
rogatives. In this section we will attempt to verify that this is appropriate.

In determining whether these fragments are declarative or interrogawieassume the anal-
ysis of fragments in Merchant (2004). This builds off of his analysesl@ting as involving an
unpronounced TP, which is licensed by an [E] feature in C/F, as denatein (47).

47 a. Abby was reading something, but | don’t know wirabby was reading).

b. CcpP
Wha‘{wh] c
i /\
Cung (TP

Abby was reading

Merchant (2004) proposes a similar analysis for fragment responbkese the fragment is moved
to the left periphery and TP is deleted (Merchant 2004, p. 675).

(48) a. A: Whodid Mary see?
B: John.
b. FP

N

[DP John} F

F (TP)
[E] —/
She sawt,
Given this analysis of fragments, what behavior can we look for to determether they are
underlyingly declarative or interrogative?

Moved Q material For one, we can look to see if auxiliaries can appear in fragments. In an
interrogative with auxiliary inversion, the auxiliary should move outside ofitfleted TP and thus

be pronounced. Thus, if an auxiliary appears in a fragment, that waglgest that that fragment is
interrogative.
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(49) FP

T

blug; F
[E]
F[ 1l (TP)
iSi —_
itt; t

However, Merchant (2001) argues that there is no I/T-to-C/F movemeaunstructs with TP
ellipsis, as evidenced in (50)-(59).

(50) Max has invited someone, but | don’t know who (*has).
(51) Max has invited someone, but who (*has)?

(52) A: Max has invited someone. (Merchant 2001, p. 63)
B: Really? Who (*has)?

Auxiliary inversion, then, does not appear to be able to diagnose diéaddirsterrogative structure
in fragments.

In-situ Q material But perhaps question particles can provide a reliable diagnostic. hiats

with interrogative syntax have a structure like (53), the presence okstign particle in rising
fragments would indicate that they have interrogative syntax. The absdrec question particle
would suggest that they are declarative/not interrogative.

(53) FP
b|U€j F
/\
(P R
—_ Q

it t is
In Japanese, a question particle appears, as expected, in full irtireogesponses, shown
below.

(54) A: John-wa nani-o katta-no?
John-TORwhat-ACCbought-Q
‘What did John buy?’

"IMerchant argues that IP/TP is deleted prior to I/T-to-C/F movement, saisllifeeds verb movement; see also van
Craenenbroeck and Liptak (2008).
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B: Kare-wahon-o katta-no?
he-TOP book-ACCbought-Q
‘Did he buy a book?’

B’ Kare-wahon-o katta (yo).
he-TOP book-ACCbought(PARTICLE)
‘He bought a book.’

Now consider the Japanese fragment responses in (55). B's sesgemonstrates a particle
with falling intonation, and Bs response demonstrates a particle with rising intonation, marking
the B’s uncertainty. Importantly, note that while particles can appear in fragnespbnses, as in
B”’s, a question particlek@ or no), shown in B”’s response, is ungrammatical.

(55) A: John-wa nani-o  katta-no?
John-TORwhat-ACCbought-Q
‘What did John buy?’

B: Hon (da yo).
book (copulapatrticle)
‘A book.’

B’: Hon?
book
‘A book?’

B”: Hon-kana?
book-PARTICLE
‘A book?’

B"'*Hon-ka/no?
book-Q
‘A book?’

Note that there is no general constraint against question particlesraqgpedh elided mate-
rial: the question particleka appears in pseudo-sluicing structures like (56) (Merchant 1998) and
sluicing structures like (57) (Takita to appear).

(56) Abby-ga dareka-o mi-ta ga, watashi-wadareka wakaranai.

Abby-NOM someone-ACGee-PASToutl-TOP who Q know.not
‘Abby saw someone, but | don’'t know who.

(57)  Taroo-wa dono zyaanaru-nionbun-o das-oo kakimeta ga,Hanako-wa dono
Taroo-TOPwhichjournal-to paper-ACCsubmit-infQ decidedbut Hanako-TORwvhich
zyaanaru-nkakimekaneteiru.
journal-to Q cannot.decide
‘(lit.) Though Taroo decided to which journal to submit a paper, Hanakmatdecide to

which journal (to submit a paper).’

This diagnostic, then, points toward the possibility of rising fragments with ctla syntax.

91



NPIs Negative polarity items (NPIs) are licensed by interrogative structureelas by negation,
as demonstrated in (58)-(59) for the NRIsythingandever.

(58) a. %John read anything. (no licenser)
b. Did John read anything? (interrogative)
c. Johndidn't read anything. (negation)

(59) a. *John has ever read War and Peace. (no licenser)
b. Has John ever read War and Peace? (interrogative)
c. John hasn't ever read War and Peace. (negation)

Therefore, if NPIs can occur in fragments (in the absence of any bifRElicensers), this suggests
that fragments can be interrogative. On the other hand, if NPIs caioat e fragments (in the
absence of any other NPI licensers), this suggest that fragmentstdsnimterrogative.

Unfortunately, NPIs cannot occur in fragments in English, rising or MerChant 2004, p.
691). This is shown in (60), where elided negation is unable to license thamN#hing

(60) A: Whatdidn't Max read?
B: *(Max didn’t read) anything.

According to Merchant, this is due to English NPIs’ inability to be left-disloc6), and since
fragments (under Merchant’s analysis) are left-dislocated material, M&lsecannot occur in frag-
ments.

(61) FP
[DP anything} F
$ /\
. F (TP)
L[]

"~ . _Max didn't readt,

~ . ]
(62) a. Maxdidn’t read anything. " ~----" (Merchant 2004, p. 691)

b. *Anything, Max didn’t read.

Fortunately, English provides us with some (relatively-)left-dislocatablésNIFor instance,
while anythingcannot be easily left-dislocateainy+NP can (Marcel Den Dikken, p.c’5.

"2The more complex the DP, the more felicitous these become @mgthing< any book< any book by Chom-
sky < any book by Chomsky that referenced left-dislocgtitmt this may have more to do with memory constraints
(specifically, the ability to remember that the gap-filler was an NPI) thamgrar.
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(63) a. #Anything, Max didn’t read.
b. ?Any book, Max didn’t read.

Correspondingly, these left-dislocatable NPIs can appear (relativeisggments.

(64) A: Whatdidn't Max read?
B: *(Max didn’t read) anything.
B’: ?(Max didn’t read) any books.

These NPIs (botlany+NP andanything are even better with rising intonation, where they appear
to be licensed by interrogative structure, not negation.

(65) A: What did Max read?
B: ?(Did Max read) anything?
B: (Did Max read) any books?

Overall, then, it appears that fragments can be both interrogative (@éddy their licensing
left-dislocatable NPIs) and declarative (evidenced by the absencenmdirigers). But are all the
fragments we discussed above interrogative? We saw evidence in @)dest that this is not the
case in Japanese. Furthermore, recall that fragments pattern likedidtatéves, not full interrog-
atives, in their interactions with epistemic adverbs, as was summarized in 6. Wéhdee not yet
able to address this issue definitively, the data we have seen is at lesisteginwith the fragments
in examples like (1) having an underlyingly-declarative syntax.

3.5 Conclusion

By implementing Gunlogson (2008)’s analysis of rising intonation semanticaéiywere able to
explain the pattern of data in (1) through modal concord (such that (Eajuisalent to (1b)) and
cooperativity (such that falling intonation on an underinformative stateliken{lc) is uncoopera-
tive).

(1) Amy: What is John’s favorite color?

Ben:
a. Blue?
b. Maybe blue? ~ (1a)

c. #Maybe blue.

The lack of equivalence between (2a) and (2b), where a strongeyic adverb appears, is due to
the clash in strengths between the adverb (near-necessity) and risingtioto(possibility), which
blocks modal concord.

(2 Amy: What is John’s favorite color?
Ben:
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a. Blue?
b. Probably blue? # (2a)
c. Probably blue.

The lack of equivalence between the full-sentence responses im@&3ta) was due to conflicting
uncertainty readings, where (3a) biases an uncertain-QUD readinilg, (8b) (and (1a) and (1b))
biases an uncertaip+eading.

3) Amy: What is John’s favorite color?
Ben:

a. It'sblue?
b. Maybe it's blue? # (3a)
c. #Maybe it’s blue.

A number of innovations were introduced in explaining these patterns, wiecill briefly
revisit. First, allowing modal concord between adverbs required givengasitic content to intona-
tion. This semantic content was formalized as existential quantification ovepéaker'ss such
that rising intonation took on an epistemic possibility operator. This is uncdiove, but it allows
an explanation for the data puzzles examined in this paper via modal concord

While this modal analysis remains largely consistent with Gunlogson (20@&)/emarized
here on page 71), she cautions against linking rising intonation directly wisteenic states. She
discusses counterfactuals, where a speaker’s current (tempocanynitment set may contradict
their epistemic commitments (Gunlogson 2001, p. 43, fn. 4). An example ofescmhtext is given
in (66)-(67), where Ben adds the proposition that the moon is made of$ehedis commitment
set without actually believing that the moon is made of cheese.

(66)  Amy:We both know the moon isn’'t made of cheese, but let pretend tisefbit a moment.
Ben: Okay, the moon is made of cheese.

(67)  Amy:We both know the moon isn’t made of cheese, but let pretend tisgfbit a moment.
Now ask me if the moon is made of cheese.
Ben:ls the moon is made of cheese?
Amy:Yes.
Ben: Okay.

It is clear, however, that this commitment that the moon is made of cheese mteefpam any
earliercss (otherwise theicss would be the empty set since this new commitment conflicts with the
earlier commitment that they know the moon is not made of cheese) and will hdiegfgsnd the
scope of the hypothetical. Why, then, should we not have separate @y gpistemic states as
well? Such states seem necessary in an exchange like (68), where figéarrigg to his separate
temporary set of beliefs (without which, he would be forced to reply to Anguestion in the
negative).
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(68) Amy:l know the moon isn’'t made of cheese, but let pretend that it ia fooment. Now,
do you believe the moon is made of cheese?
Ben: Of course, everyone knows that.

Gunlogson’s apprehension, then, appears unnecessary. Salepigi@mic commitments are given
the same treatment as discourse commitments in these contexts, conflicts betiuakoammit-
ments and commitments within counterfactuals will not arise.

A consequence of attributing modal semantic content to rising intonation isdb@tglishing
concord between adverbs and rising intonation requires a semanticlwatifig like that in (69),
where the adverb composes directly with rising intonation. While epistemic laghaege gener-
ally considered to appear in a high position, | must locate them at the samedeMelcutionary
elements.

(69)

maybe ?
is John’s favorite color blue
Similar compositional interactions between prosodic items and syntactic conttiarennot un-
common. For example, the comma intonation the (70a), as described in (P®tsa20) causes
the relative clause to yield propositions that are independent of the masedland here infelic-
itous, cf. The linguist is taller than the linguist and the linguist works of presuppositamtsthe
linguist works on vowel harmoiy

(70) a. #The linguist, who works on presuppositions, is taller than the lihgui® works on
vowel harmony.
b. The linguist who works on presuppositions is taller than the linguist whixsvon
vowel harmony. (Potts 2005, p. 130)

In (70b), without comma intonation, the relative clauses restrict the dom#ie afeterminer (here,
felicitously, since they restrict each useliofuistin different, an presumably unique, ways). Simi-
lar interactions have been argued for in Steedman (2007), where bguodas compose with other
syntactic constituents, and in Biezma and Rawlins (2012), where falling pittbwoin alternative
questions composes with syntactic constituents.

The analysis | present crucially relies on the Epistemic Commitment Principkgtegbin (71).

(71)  Epistemic Commitment Principle: ocsp |= ©epistP

If an agent is possibly committepl it can be assumed that that agent beliepés
possible.

This principle predicts a number of concord readings, which we saw tofglated by the fact
that (at least) two different uncertainty readings are possible (uitgrtand uncertain-QUD), and
concord only occurs when both modals share the same type of uncertaatiyng. And while
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maybebiases an uncertaip+eading of rising intonation, stronger adverbs ldefinitelyandprob-
ably bias against an uncertairp reading. Furthermore, while rising intonation allows both an
uncertainp reading and an uncertain-QUD reading, epistemic adverbs appear ta@lovy an
uncertainp reading.

The possible configurations of these readings are sketched out inH@2)ising intonation in
the absence of another epistemic marker, both an uncestaivd an uncertain-QUD reading are
available (modulo context). For rising intonation with an epistemic possibility adilex maybe
a concord reading is available (via the Epistemic Commitment Principle) undemtteztainp
reading of rising intonation, but not under the uncertain-QUD readiagriging intonation with an
epistemic necessity adverb likiefinitely a concord reading isot available under the uncertam-
reading of rising intonation, which is presumably due to the factdbadp, the reading that would
be arrived at through the Epistemic Commitment Principle, would generate the atopdicthat
—epistP, Which conflicts with the contribution of the adverb. Under the uncertaibd@é&hding,
concord is not available. This account naturally extends to near-sigcadverbs likgprobably.

72 a 2
()  ocsP — epistP (p context)
(i) 0csQUD — 0gpistQUD (QUD context)
b. maybe?
(1) ocsOepistP — epistP (p context)
(i) ©csQUDoepist P (QUD context)
c. definitely?
(1) *OesoepistP — ©epistP (p context)
w/ implicature:Oesoepist P — ©epistP /A e pistP
(i) OesQUDogpistp (QUD context)
d. probably?
(i) *MOSTcsOepistP — ©epistP (p context)
w/ implicature:MOSTesoepist P 7 CepistP /A “MOSTepistp
(i)  MOSTcQUDoepistp (QUD context)

The readings available remain consistent with the Epistemic Commitment Principle.
Finally, given this discussion, it may be interesting to note the interaction betisteg into-
nation and different approximators.

(73) Amy: How old is Chris?

Ben:

a. Ten?

b. Aboutten? ~ (73a)
c. Approximately ten? % (73a)
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Here, aboutappears to give rise to a concord reading, whesggwsoximatelydoes not. A sim-
ilar pattern can be seen in (74), whexkoutappears to give a concord reading wittight but
approximatelydoes not.

(74) a. John might be about six feet tall.
‘John is somewhere in the ballpark of six feet’
b. John might be approximately six feet tall.
‘It is possible that John is approximately six feet tall’

This suggests that approximators likeouthave a modal component that can participate in modal
concord with other modal possibility markers lik@ght and rising intonation, which then further
supports our treatment of rising intonation as a modal possibility marker.
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4 The distribution of scalar modifiers
4.1 Introduction

In the preceding chapters we saw modifiers Blpggroximatelymodifying numerals, as in (1).
(1)  What John served was approximately fifty sandwiches.

We also saw glimpses of these modifiers modifying other categories, aswh@gapproximately
modifies the coerced scalar noun phrasef stroganoff

2) What John served was only approximately beef stroganoff.

In this chapter | lay out more carefully what these modifiers are and hawdtuss-categorial
behavior (cf. numeral modification in (1), nominal modification in (2)) camteunted for within
existing theories of quantification. 1 do this by identifying and explaining asymesstr the distri-
bution ofapproximatelyand its near-synonymbout particularly those exhibited below in (3)-(4).

3) a. Johnserved approximately/ about 50 sandwiches.
b. John served #approximately/#about beef strognaff.

(4) a. What John served was approximately/ about 50 sandwiches.
b. What John served was approximately/#about beef stroganoff.

The analysis | provide finds the distribution bproximatelyto be a direct result of composition
and argument types, and the narrower distributiomlmdutis a result of its inability to coerce a
scalar reading from its complement. This behavior exposes two classesddfers) those that
pattern likeapproximatelyand those with a more limited distribution lidkout These classes are
summarized in (5).

The remainder of the chapter proceeds as follows. Section 4.2 providegaview of a lead-
ing theory of quantifiers, Generalized Quantifier Theory, highlights ¢ibjes that have been made
against Generalized Quantifier Theory in the literature, and presentd 2860)’'s decomposi-
tional alternative. Section 4.3 builds on this decompositional theory of queastit account for the
use ofapproximatelyas a modifier of both numerals and coerced scalars as in (3)-(4). Séation
addresseaboutand its relative lack of cross-categorial behavior. Section 4.5 investigafeod a
modifier that, likeabout fails to show cross-categorial behavior. Section 4.6 concludes.

4.2 Quantifiers

4.2.1 Generalized Quantifier Theory

Quantifiers frequently interact with scalars and have provided a rich @frstudy for linguists
and philosophers, highlighted in works such as Barwise and Coop8f)Ehd Keenan (1996).
These authors (among others) focus@aneralized Quantifiel&GQs) such asvery studerandno
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librarians. These are second-order functions which map from properties to talitles/((et)t)).
They are composed of a quantificational determineréikeryor no (((et)((et)t))) and a noun like
studentor librarians (i.e. are of typget)).

(®) ({e)t)

/\
(et ((ett)) (et

every student

Under a GQ-theory, a wide variety of quantificational determiners (@vgry are treated the
same, i.e. as irreducible functions from nominal predicates to G@§ ((et)t))). These include
such diverse expressionsegery no, fewer than fiveall but twa the ten andneither.

(6) A sampling of GQs from Keenan (1996, pp. 42-43)
a. EVERY(A)B)=TIiff ACB

NOA)(B) =T iff AnB=0

(FEWER THAN FIVE)( A)(B) = T iff JANB| <5

(ALL BUT TWO)( A)(B) =T iff |A—B| =2

(THE TEN)(A)B) =T iff |]A|=10&ACB

NEITHER(A)B) =T iff |A|=2& ANB=10

MOST(A)(B) =T iff |JAC B| > |A—B|

@ "o oo

For examplegvery student studias true if the set of students is a subset of the set of studiers. This
composition is demonstrated using lambda notation irf{7).

(7 t
{X|studentx)} C {x|studie$x)}

T

((et)t) (et)
AQrey-{Xstudentx) } € char(Q) [studieq=
/\ Ax.studiegx)
((et)({ent)) (et)
[every]= [student]=

APy . AQqey-char(P) C char(Q)  Ax.studentx)

73In (7) | usechar to represent theharacteristic functionwhich takes a function of typéet) and return the set of
entities that are true of that function (i&f ey .{x|f(x) = 1}).
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An advantage of this uniform treatment is that it helps explain a number argkerations
across quantifiers, such as those enumerated iff (8).

(8)  Conservativity: For allA,B C M,Qm(A)(B) <+ Qu(A)(ANB)
Domain Independence:For allA;B C M, if M C M, thenQu (A)(B) +» Qw (A)(B)

Licensing of Negative Polarity ltems

This generalizability, however, comes at a cost, as demonstrated in FH@80)(and reviewed
below.

4.2.2 Limits of Generalized Quantifier Theory

Hackl focuses on comparative determiners, or quantificational detensritret he characterizes as
requiring a measure function (e .five) and a comparative relation (e.g., =) in their truth condi-
tions. Quantificational determiners in general are quite heterogenewleyan limiting himself to
comparative determiners, Hackl identifies at least six classes (Ha@®| p024).

9) Comparative determiners

a. Cardinal determiners
e.g.threg more than three
b. Indefinite, vague, and intensional determiners
e.g.(a) few many approximately tepabout ten
c. Proportional determiners
e.g.two out of (every) thredess than one third of the
d. Indefinite, vague, and intensional proportional determiners
e.g.few out of every tera lot of the
e. Two place (comparative) determiners
e.g.more... than.,.the same number of... as...
f.  Boolean combinations of the above
e.g.three or four of theeither fewer than five or else more than a hundred

This variety is not predicted under a theory like GQ theory. Additionally, &gting quantificational
determiners as opaque wholes, a GQ theory does does not provideforaatetingthreeandmore

than three etc.

74Conservativity states that for any quantif@and setsA andB, [Q(A)(B)] is not effected by any items i that is
not also inA (e.g. you can evaluativiAll dogs bark] without looking beyond the set of dog8)j. Similarly, Domain
Independence states tH{&(A)(B)] is unchanged by any expansions or contractions of the universedinat dhange\
or B (e.g. [All dogs bark] is unchanged by removing some cats from the universe). See Chapt&zabolcsi (2010)
for a nice overview of these generalizations.
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More problematically, GQ theory has been shown to make incorrect predictioout the in-
terpretations of quantificational sentences. Hackl (2000) notes tbhtiscorrect predictions are
made with Minimum Number of Participants verbs, suchmet gather, separate anddisperse
This is shown in (10). GQ theory treats both sentences in (10) as truthiticorally equivalent.

(10) a. ?? More than one student is meeting. (Hackl 2000, p. 62)
(MORE THAN ONE)( studenj(is-meeting = T iff |studenthis-meeting > 1
b. Atleast two students are meeting.
(AT LEAST TWO)( studenj(is-meeting = T iff |studenthis-meeting > 2

While native speakers find (10a) to be considerably worse than (B@p}theory does not offer an
explanation for thig?

4.2.3 A decompositional alternative to Generalized Quanfier Theory

To address these issues, Hackl introduces a decompositional andlygsiantifiers. His account
decomposes comparative quantificational determiners into three partsdefjyee function, 2) a
degree quantifier, and 3) a measure phrase. The decompositimor®than threés given below/®

(11)  more than three
a. degree functioffMANY] =Ad € Dcarg-A * f € Diggy.A *g € Dyeyy. 3x* f(X) =*g(X) =
1 & x hasd-many atomic parts i (Hackl 2000, p. 213)
b. degree quantifief-er than n] = ADgy.maxAd.D(d) =1) >n
measure phraséthree] = 3

The degree functioMANY is a phonologically-null function that takes a cardinality (provided by
the measure phrase) and two plural predicates and asserts that theneeis which is true of
both predicates and which has the specified cardinality in the domain of thpréidicate’” The
degree quantifiefer thanmodifiesMANY such that the cardinality ofis greater than the specified
cardinality, yielding the forrmore than This composition is shown fdvlore than three people
came to the partyn (12). The resulting truth conditionfmaxAd.3x student&) & cttp(x) & x
hasd-many atomic parts istudeny > 3] , assert that among the cardinaliteésuch that there is
somex wherex is a plurality of studentsx is a plurality that came to the party, ards made up

"SHackl refers to this as the Minimal Number of Participants Generalizationta(1998) discusses similar cases.

6This roughly parallels the decomposition of other comparative constnsclike taller than six fee{comparative
more+ measure functiotell + measure phrasex fee}, (Kennedy 2007; Cresswell 1976, a.0).

""Hackl countsatomic parts to deal with counting over individual people in efgin brothers(where atoms are
individual people) and pairs of people witbuples(where atoms are pairs of individuals). See (Hackl 2000, p. 213) fo
a treatment ohtomic
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of d-many students, the largest suwtis larger than the cardinality 3 (See Section 4.B for this and
other derivations).

(12) a. More than three people came to the party.
b.
((dt)t) <
/\ /\
(d((dt)t))
-er than three Ad
A 2
((et) ((et)t)) (et came to the party

TN students
d (d{(et)((et)t)))
d MANY

Notice in (12) that the quantificational determiner (the degree quantifietrentheasure phrase)
raises to a higher position where it is interpretal§l&hen the quantifier is in object position, as in
(13), yet more movement is necessary. Ttet)t) generalized quantifier cannot be interpreted in
situ and QR’s to a higher position, shown by the dotted line.

(13) a. John served more than fifty sandwiches.

"8Hackl notes that this could be handled by a type-shift instead of by menerbut a movement account helps
Hackl account for the Minimal Number of Participants Generalization ENH) exemplified in (10) — this gives the
guantificational determiner a “clausal source”, see (17).
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({dvt) -
/\ /\
{d((dnt))

-er than flfty ;)\d /\
((eht) < - (et)
) ) (et

((et)((ett) * /\x t
/ /\ sandwiches . /\
[d o (d({et)((e)t))) € (et)
| d MANY John
(eet)) e
\\served X

Bare numerals likéhreeare also considered comparatives, but they involve noﬂdegree guantifie
and are interpreted in situ (i.e. without moving to a “clausal node”) (Ha@RD2p. 128).

(14)  three

a. degree functionMANY
b. degree quantifierlA
c. measure phrasthree

The sentencéThree students came to the part} asserts[3x.studentéx) = cttp(x) = 1 & x has
3-many atomic parts istudent, that there is somethat is a plurality of students, that is a plurality
of entities who came to the party, and that is made up of 3 students.

(15) a. Three students came to the party.
b. t

T

({ent) (et

T

((et)({et)t)) (et)
T students
d  (d{(et){(et)t)))
three MANY

came to the party

Again, in object position we see that the generalized quantifier QR’s to ahgisition where it is
interpretable.

103



(16) a. John served fifty sandwiches.

b. t
(AR (et
o AX t
(et ((ett)) € o~

e
TN sandwiches = ¢ (et)

d (d{(en{(eft)) SJohn
fifty MANY L (efe) e

- served X

Immediately, we see that this decompositional approach readily allows us te tretze and
more than thregetc. In each of these caséiseeacts as a measure phrase, and the presence/identity
of the degree quantifier is the differentiating element.

three  more than three atleastthree exactly three

degree function: MANY MANY MANY MANY
degree quantifier: NA -er than at least exactly
measure phrase: three three three three

Table 7: Decomposition of several quantifier phrases

Perhaps more importantly, explains Hackl, this decomposition account dfso dmplain the
contrast in (10), repeated below in (17). Comparative quantifierati&es than onecontain two
guantificational elements, the degree quantifier thar) and the degree functioMANY), such
that the matrix VP is interpreted inside the compardfivén sentences like (17a), this leads to a
clash between the Minimum Number of Participants verb, which requires al gltgument, and
the singular argument it is given.

a7 a. ??More than one student is meeting.
‘More students are meeting than how many students there are in a meetingstfideet
(cf. “The number of students meeting is more than one’)
b. No fewer than two students are meeting.
‘No fewer students are meeting than how many students there are in a meetirgg of
students.

"9The measure phrase is base generated as sister of the degree furscsieoen in examples like (15). To be modified
by a degree quantifier, as in (12), the measure phrase must movérbo paaition where the resulting function can find
its required function of typédt). Thus, claims Hackl, the measure phrase is interpreted both within théifipcahBP
and in the matrix DP.
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This infelicitous interpretation within the VP is shown in (18). Where the megsurase is inter-
preted in the low position, it leads to the infelicitooise student is meetingrhich then leads to an
infelicitous interpretation of the sentence as a whole.

(18) a. More than one student is meeting.
b. t
‘more students are meeting than
how many students there are in a meeting of one student’

/\

({dtt)

/\
di(don) /\

-erthan one
[VP]='one student is meeting’

((et) (et)
/\
is meeting
(et)

((et){(et)t))

TN student
d (d({et)((ett)))

d MANY

Given the success of this decompositional approach, | will adopt it. &umibre, a decomposi-
tonal approach will be important here, as | focus on interactions betitaa within the quantifica-
tional determiner, which is beyond the scope of GQ theory. In the followingtetions | show that
the account | provide adipproximatelyaboutfits into this type of decompositional framewdik |
will further introduce machinery to handle coerced scalars and actmuthie contrasts introduced

in (3)-(4).
4.3 Approximately

4.3.1 Introduction

To see how modifiers likapproximatelyfit into a decompositional theory of quantifiers, 1 will first
concentrate on their distributionApproximatelycan appear in constructions like (19) and (20),
where it modifies the number phrase sandwiches

80Though see Section 4.A for how it might fit into a GQ theory.
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(19) John served approximately 50 sandwiches.
(20) What John served was approximately 50 sandwiches.

Approximatelycan even modify non-scalars that have been coerced into a scalarg,easbeef
stroganoffhas in the examples below. With these scalars, howaperpximatelyis more restricted
in its distribution. Of the two examples below, only (22) is acceptable.

(21) ??John served approximately beef stroganoff.
(22)  What John served was approximately beef stroganoff.

Below | investigate this asymmetry. Specifically, | will address a) lapproximatelyis able
to modify categories other than numeral and b) why coerced-scalas patftern differently from
numerals ((21),(22) v. (19),(20)). | will show that by following a decamitional analysis, an
approximator in combination with any scalar (e approximately beef strogangffequires more
arguments than are supplied in (21). The requirement is obviated in caouistructions like (22)
by a copula-specific type-shift.

4.3.2 Modified numerals

To provide an analysis for the data in (19)-(20), | adopt the treatmeyuandtifiers in Hackl (2000)
described above. To get us started, Hackl provides the followingtdeoi for exactly n which
composes as in (24)-(25).

(23)  [exactly n] = ADg.D(n) =1 & —3d[d > n& D(d) = 1] (Hackl 2000, p. 126)

In (24), exactlyfunctions to assert that the number of students who came to the party is tisree a
no more than three.

(24) a. Exactly three students came to the party.
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t
{({dt)t)

/\
(d{{dt)t))
exactly three

Ad
((et)((et)t)) (et) came to the party
/\ students
d (d{(et){(et)t)))
d MANY

Similarly, in (25),exactlyfunctions to assert that the number of sandwiches that John served is fif
and no more than fifty.

(25) a. John served exactly fifty sandwiches.
b.
{(dt)t)

/\
o) ///////\\\\\\\

exactly flfty Ad

(et)

((et)t)
/\ AX. John serveda
(et)

((et)((et)t))

TN sandwiches
d (d({et)({et)t)))

d MANY
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Like exactly | treatapproximatelyas a degree quantifier. This degree quantifier fé&aslY a
degree that falls within some contextually-determined distanoén.8!

(26)  [approximately n] = ADgy.Img € {yjn+0 >y>n—0o} & D(m)

This gives for (19), shown in (27), the truth conditidasy € {y|50+ 0 >y > 50— 0} & [3x.sandwiche&)
& servedj,x) & x hasm-many atomic parts isandwichy], or there is some cardinality within

a contextually-supplied distance from fifty such that there is sgragch thatx is a plurality of
sandwichesx was served by John, axds made up om sandwiches.

27) a. John served approximately fifty sandwiches. = (19)
b. t
((dt)t)

/\
(d((dtyt))

approximately flfty Ad
((ett) (et)
/\ Ax. John serveat
(et)

((et)({et)t))

P sandwiches
d (d({et)((et)t)))

d MANY

Before | address the sentence in (20), observe that Hackl notesrigtien onMANY: unlike
other degree functions lik&ll, MANY can only be used attributivef#. This is apparent in the
complements ofook and consider which require predicative(ét)) arguments (Partee 2008, p.
361).

(28) a. Johnlooks tall. (Hackl 2000, p. 97)

81This is the same denotation used in Section 2.4.1 on page 42.

82Note that Hackl treats the lexical itemanyas the combination ofIANY with a contextually-supplied degree,
parallel to the treatment of positive forms of gradable adjectives (albin John looks tall. The pattern of infelicity
holds for all uses oMANY, including the ones illustrated above, cf. (i).

(@) a. *The guests look ({more than/exactly/approximately}) 20 (peaple)
b. *I consider the guests ({more than/exactly/approximately}) 20 (fEop
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b. *The guests look many.

(29) a. Mary considers John tall. (Hackl 2000, p. 98)
b. *Mary considers the guests many.

Compare (28)-(29) with (30), where ball andMANY can appear in attributive constructions.

(30) a. Tallmen
b. Many guests

The difference, Hackl proposes, is tH#ANY cannot be type-shifted to behave predicatively,
whereastall can. The composition for the sentences in (28) are shown below. In tgll)s
shifted to its predicative version (Hackl 2000, p. 81) and combines withnéegtually-supplied
degree.

(31) a. The guests look tall.
b. t

T

e (et)
A /\
the guests  (((et)(et)))  (et)

look N
d (det)

d. tall
In (32), no comparable type-shift is available MANY and the derivation fails.

(32) a. *The guests look many.
b. I

e/\l

the guests ety iet)))  ((eth((et)))

look TN
d (d{(et)({ett)))
de MANY
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A possible objection to this can be seen in (33), whHdANY occurs in what might appear to
be a predicative post-copular positith.

(33)  The guests were many women. (Hackl 2000, p. 97)

Hackl, however, claims copular constructions do not provide reliable tesgredicate statu
To account for this felicity in copular constructions, | will assume that tleegeilar constructions
involve a type shift, shown in (3%p

| follow Heycock and Kroch (1999) in assuming that specificational pseledts like (20) are
equative constructions where the copula joins two elements ofegpdéwo elements of typeet)
((22) is simply predicative). | further follow them in assuming that only difi@n phrases that
introduce an individual or group referent can appear in post-copokition. (See Beghelli (1995)
for discussion of these different quantifier phrase types.)

(34) a. WhatJohn served was a/one sandwich. (individual)
b. What John served was {some/several/five/most of the} sandwiches. group)
c. ??What John served was {less than five/more than five} sandwiches.

The individual/group quantifier phrase contributes a referent of &jpethese constructiors¥. |
assume that this is accomplished via the copular type-shift in (35). Essenhialype-shift serves
to saturate one MANY]’s (et) arguments.

(35)  [be] = Afeyry Ax1y[f(Azz=Yy)] =X

(36) a. What John served was approximately fifty sandwiches. = (20)

83Again, this pattern holds for all uses BEANY, including the ones illustrated above, cf. (i).

(@) *The guests were ({more than/exactly/approximately}) 20 (people).

84For example, as Williams (1983) notes, predicates and generalizetfigwamlike can appear in copular construc-
tions like (i). See also Partee (2008)’s BE operator, which shifts gkredajuantifiers to predicates.

0] This house has bee{@/every colog.
(et) ((et)t)

Additionally, equative and specificational copular constructions as inp(igar to take referential expressions.

(i) a. Clark Kent is Superman (equative)
e

b.  The winneris John (specificational)
N~

e

85Section 4.3.4 on page 118 will entertain the possibilitapproximatelyet al. modifying the verb, not the degree.

865ee, e.g. Devlin (1997); Moxey and Sanford (1993), for discassitow this referent is introduced. In Discourse
Representation Theory, this class of quantifiers introduces a disaefesent that can be referred to anaphorically.
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T

{({dvt)
/\

(d{(dt)t)) d

(dt)
)\ d/\
t
approximately fifty /\
e (et)
what John served /\
(((et)t){et)) ((ett)

was

({e)((eht)) (et

TN sandwiches
d (d{(et){(ett)))
d MANY

4.3.3 Coerced scalars

While the account above only handles degrees of cardinality, modifiereiiketlyand approxi-
matelycan modify other scalars, as in (37).

You're exactly right.

His solution is approximately correct.

Their revenue was exactly halved by the merger.
The dough approximately tripled in volume.
They told exactly the same story.

(37)

® 2 0 T o

They can also modify expressions that have been coerced into sealang38).

(38) a. What John served was approximately beef stroganoff.
b. They knew exactly the point | was trying to make.

c. Mary’s explanation was approximately my reasoning as well.
d.

It was exactly what a scone should be.

Hackl's analysis requires some expansion before it can be appliedtenses like these. First, |
will treat coerced scalars as degrees, muchfiite As for their scale, | will assume it to be one
of prototypicality (cf. prototypicality modifiers likeeal andtrue in Morzycki (2012)). Scalabeef
stroganoffthen will denote a degree on a scale of beef stroganoff-ness.

Second, we cannot u$#ANY with these constructions, since it requires plural predicates and
involves counting over atomic parts. Instead | assume another phondlpgiah degree function
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MUCH along the lines oMANY, but which references scale degrees instead of cardin&ifties.
fact, MUCH could replaceMANY if we consider cardinalities to be degrees on a cardinality scale
(which would presumably be the relevant scale for numerals). This woolthply be advantageous
for several reasons. First, sinb&UCH can do all the work oMMANY, including only MUCH
in the lexicon would be more parsimonious. Further, maintaining two separgteedinctions
emphasizes a deep split between count and mass nouns, but this distinctarpresent in all
languages.

Note that, similar to the plurality requirementihANY, MUCH should contain a requirement
that f have more than=0. Also, MUCH can be used for non-numeral non-coerced scalars, like
dry.

(39) [MUCH] =Ad € Dg.Af € Diey.Ag € Diey.Fx: f(X) & g(x) & x falls atd on the scale
associated witld

As with MANY, MUCH can only be used attributively. Thus it cannot appear in the complement
of look or consider which require predicative/¢t)) argument$®

(40) a. John looks tall.
b. *The guests look many.
*The water looks much.

(42) a. Mary considers John tall.
b. *Mary considers the guests many.
*Mary considers the water much.

Finally, sentences liké&vhat John served is approximately beef strogaapfiear to be predica-
tive, not specificational, constructions (éivhat John served was taktyHiggins (1979) demon-
strates the difference between predicational and specificational gudefid with examples like
(42), which are ambiguous between a predicational and a specificatauhg. The predicational
reading is given in (42a), wheirfeod for the dogdescribes the things that John didn't eat. The
specificational reading is given in (42b), whdo®d for the dogs the thing he that failed to eat
(and still would have been had John eaten it).

(42)  What John didn't eat was food for the dog.

87) am using degrees instead of intervals primarily to be maximally parallel tilHa

8850me speakers report thauchis felicitous in the complement afonsiderin negative contexts like (i), perhaps
due to interference from the reading whemachquantifies of oveconsiderevents, cfoften

(i) %John doesn’t consider salary offer much.
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a. predicational: ‘the thing(s) John did not eat served to feed the dog’
b. specificational: ‘John did not eat the following: dog food’

In (43), note that the predicational reading is preferred over thefgaional reading.

(43)  What John served was approximately beef stroganoff.

a. v predicational: ‘the thing John served served as (approximately) begasioff’
b. X specificational: ‘John served following: (approximately) beef stroffano

In (44), the situation is reversed.

(44)  What John served was approximately 50 sandwiches.

a. x predicational: ‘the thing John served served as (approximately) S0vichres’
b. v specificational: ‘John served following: (approximately) 50 sandwiches

Sentences like (42) can be disambiguated through conjunction. ¥gbdrfor the dogs con-
joined with a predicative item, likkigh in proteinin (45), the predicational reading of the sentence
is preferred.

(45)  What John didn't eat was (both) high in protein and food for thge do

a. v predicational: ‘the thing(s) John did not eat served to be high in protelrfesd
the dog’
b. x specificational: ‘John did not eat the following: high in protein, dog food’

When conjoined with a referential noun phrase, the specificationahgadpreferred®

(46) What John didn't eat was (both) the spoiled milk and food for the dog

a. x predicational: ‘the thing(s) John did not eat served as the spoiled milkegttihe
dog’
b. v specificational: ‘John did not eat the following: spoiled milk, dog food’

| argued above thatpproximately beef stroganof§ predicative, whileapproximately 50 sand-
wichesis not, and this is further suppored by conjunction patterns. The predipateximately
beef stroganoftan conjoin with predicates to give a richer description, as in (47), wiareious

andapproximately beef stroganoffescribe the dish that John served.

(47)  What John served was (both) delicious and approximately begbsitoff. (predicational
pseudocleft)

89Note that a non-referential interpretation is possibletfer milk (e.g. The food that John didn't eat served as a
stand-in for the spoiled milk and dog food in the tableau Sydney was pajnting.
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a. v predicational: ‘the thing John served served as delicious and (appriekynibeef
stroganoff’
b. X specificational: ‘John served following: delicious, (approximately) seebanoff’

Sentences like (48), wheagpproximately beef stroganofombines with a non-predicate are de-
graded®®

(48) ?What John served was (both) the spoiled milk and approximatelstveganoff. (predi-
cational pseudocleft)

When a non-predicate is conjoined wif sandwicheshowever, no such degradation occurs.
(49) What John served was (both) spoiled milk and 50 sandwiches.

Note further that these conjoined non-predicate expressions, indteledaibing the same item,
describe two independent components of what John served. Inf@Gxample, a cooperative
speaker expresses that John served (approximately) 100 items, not 50

(50)  What John served was (both) 50 hoagies and 50 sandwichgexificational pseudocleft)

a. x predicational: ‘the thing John served served as (approximately) 50dwagd
(approximately) 50 sandwiches’

b. v specificational: ‘John served following: (approximately) 50 sandwictaggproxi-
mately) 50 sandwiches’

Finally, observe that wheBi0 sandwichess conjoined with a predicate, the sentence is degraded.
(51) ?What John served was (both) delicious and 50 sandwiches.

Overall, this data unequivocally argues for treatapproximately beef stroganpffut notapproxi-
mately 50predicatively.

To fit approximately beef stroganadiffito a predicative construction, | employ the shift in (52),
where a generalized quantifier is shifted to a predicate of tgpeEssentially, this type-shift serves
to saturate both diMUCH]’s (et) arguments.

(52)  [be] = Ay ety -AY-A([Axx=Y]) ([Axx=Y])

This shift is built into the copula in the derivations below.
In (21), muchcan takebeef stroganofftyped) and[A x. John served] (type (et)) as arguments,
but it is still missing an argument of typet) and is therefore unacceptable. This is illustrated

90Again, a predcative interpretation is possible fioe milk (e.g. The food that John served functioned as both the
spoiled-milk course and the approximately-beef-stroganoff cyupse | am ignoring such readings.
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below, wherdMUCH's (missing)(et) arguments are underlined.
(53) 7?7?John servempproximately beef strogandifUCH . =(21)
The failed composition is shown in (54), wikhin place of the missing argument of typet).

(54) a. ??John served approximately beef stroganoff
b.

/\ /\
(d{(dt)t)) d
/\

approximately beef stroganoff

((et)((etit))
TN
((et)((ent)) (X)) Axservedj,x)
N
d (d((et)({ent)))
d MUCH

Note that when this ‘missing’ argument is present, the sentence is grammalitsatahn be seen
with coerced scalar adjectives, as in (55) where an additional NP argybnead) is presenf?!

(55) a. John servedpproximately gluten-free bread

91providing an additional argument in (21) (eJphn served an approximately beef stroganoff Xies not result in
a grammatical sentence, presumably because the coerced scaltifsaard NPs typically do not take such arguments.
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t
((dt)t) (dt)
P /\
(d{{dt)t)) d

approximately gluten free

Given this explanation for the unacceptability of (21), the acceptability 2)f, (2peated below,
may seem mysterious, since it too seems to be missing an argument ¢étype

(56)  What John servedas approximately beef strogandfUCH . =(22)

Recall, however, that Hackl does not consider post-copula positidresstrictly (et). Correspond-
ingly, | employ the copula-specific type-shift from (52). Using this shife #entence in (22) has
as its truth conditionggmy € {y|bs+ 0 >y > bs— o} & Ix: x=wjs& x falls atm on the scale
associated withm|, asserting that there is some degreavithin a contextually-supplied distance
from the prototype of beef stroganoff such that there is spsEch that is what John served and
x falls atm on the scale associated with

(57) a. What John served was approximately beef stroganoff.
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b. t

/\

({dtt)

T

{d((dt)t)) d

approximately beef stroganoff /\
what John served /\
((e

Bt ((et)((et)t))
was TN
d (d({et)({et)t)))
d MUCH

Expectedlyapproximatelywith a coerced scalar is unacceptable as the complemérdlodnd
consider mirroring the behavior oanyin (28) and (29). This supports the idea that this type-shift
is tied to the copula such thatanycannot behave predicatively without a coptda.

(58) *That dish looks approximately beef stroganoff.

(59) *| consider that dish approximately beef stroganoff.

Note that coerced scalars are felicitous in other copular expressimtrjashpseudoclefts.

(60) This dish is approximately beef stroganoff. (predicational)

In particular, they are felicitous in predicational copular constructioneeyTare not felicitous
in equative ones like (61) or specificational ones like 2)This is consistent with the type-
shift proposed in (52) above, which outputs a predic&®), while equative and specificational

92 While nouns are unacceptable as the complemelttaifandconsiderin (58)-(59) (this is also true for gradable
nouns likeidiot), adjectives show a different pattern.

() That glass looks (approximately) full.
(i) | consider that glass (?approximately) full.
While | leave this to future work, this again appears to be a case whereuragatsrase category does matter, as |

hypothesized idohn served an approximately {#beef stroganoff/gluten free} dish

93 Examples of each of these copular constructions from Geist (208&)iaen below, with the semantic type of the
underlined argument given in parentheses.
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constructions require an individuad)(
(61) #Grandma’s casserole is (the same thing as) approximately beefrsifbg (equative)
(62) #The winner of the competition is approximately beef stroganoff. c(Bpational)

In sum, | assume thatpproximatelyis a Hackl-style degree quantifier which combines with
MUCH and requires two arguments of typet). The unacceptability of (21), repeated in (63),
is due to a missing argument MUCH. The acceptability of (22), repeated in (64) is due to a
copula-specific type-shift such thsifJCH is no longer missing an argument.

(63) 7?7?John served approximately beef stroganoff.
(64) What John served was approximately beef stroganoff.

Approximatelis cross-categorial behavior, modifying both natural and coercadrss; is accounted
for by addingMUCH to the inventory of degree functions, allowing modifiers to combine with
degrees beyond those of cardinality.

4.3.4 A note on adverbs

The analysis above introduced the type-shift in (52) to handle coeczdars. A potential alterna-
tive which avoids introducing this type-shift is to tresgaproximatelyin these cases as modifying
not the nounljeef stroganoff, but rather the verbbg).

Consider (65) and (66), where the comparison witbgedlyhighlights the adverbial status of
approximatelyin the sentences we have been considering.

(65) a. What John served was allegedly/approximately beef stroganoff
b. What John served ?allegedly/?approximately was beef stroganoff.

(66) a. John served ??allegedly/??approximately beef stroganoff.
b. John allegedly/??approximately served beef stroganoff.
John allegedly/approximately doubled his income.

0] predicational
John is a teache((et))

(i) equative
Mark Twain is Samuel Clemenge)

(i)  specificational
The murderer is Johr{e)
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In English, adverbs typically follow a light verb, aflegedlyapproximatelydo in (65a). Adverbs
typically precede a lexical verb, as they do in (66b). This is particularigraléth scalar verbs like
double as in (66¢). Given this patterapproximatelis acceptability in (65a) and unacceptability
in (66a) may simply fall out from the general structural position of adserbithout requiring
an additional copula-specific type-shift. This suggests diparoximatelydoes not combine with
coerced scalars. Sentences like (65a) are only available thapgioximatelycombining with
verbs like copulabe

This account, which | will refer to as the Adverb Account, can thus explarcontrast between
(65a) and (66a) without introducing an additional type-shift like (52) this cause it to appear
preferable. Note, however, that the Adverb Account is still forcedtroduce an extra type-shift or
multiple lexical items to account for uses as in (67), whegsproximatelymodifies a non-eventive
scalar.

(67) a. Approximately 20 people came to the party.
b. The glass looks approximately full.

This alone does not fatally complicate the Adverb Account, but | will unceviarger problem
below.

If approximatelyis acting adverbially, what might it look like? Considgpproximatelis ef-
fect ondoubledin sentences like (66¢). The vedoubleditself seems to convey that something
increased until it reached twice its original measure. Accordingly, Immeghat[double] takes an
entity x and an eveng and returns true if the size af(along some relevant dimensifhbecomes
twice its original value by the end ef

(68)  [double] = Axe.Aey.siz€X) increases i s.t. :iég e =2

Whenapproximatelymodifiesdouble it targetsdoublés ‘twice’ component (not its ‘increase’ com-
ponent), suggesting thapproximatelymodifies degree arguments. To allow this, | will decompose
doubleas shown in (69), whergle] combines withdou-] to yield (68).

N
(69) dou- -le

(70)  [dou-] =2

(71)  [le] = AdAxAesizeX) increases ifes.t. foag 5o = d

Now approximatelycan target the degree componentdafuble through a denotation like (72),
shown in (73).

94cf. double in height/weighéfc.
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(72)  [approximately] = A figienty))-Ad.AxAedmy{yjn—c >y>n+o} & f(m)(x)(e)

(73) AxAedmy{yjn—o>y>n+o}
& [sizgx) increases i s.t. z:iig e =2
[dou-] =2 AdAxAedmg{yjn—o>y>n+o}
& [siz€x) increases i s.t. z:zéig e =m)
[approximately] = [-le] =
Afdewy)y-AdAxAe. Ad.Ax.AesizeXx) increases i
Img.{yln—0 >y>n+o} & f(m)(x)(e) st g e =d

In (73) we see thapproximately doubléakes an entitx and an eveng and returns true if the size
of x becomes withiro of twice its original value by the end &f

These appear to be satisfactory truth conditions for a sentence like g@6complications
arise when applying thapproximately] in (72) to the copula. Most importantly, | know of no
independent reason to believe that such verbs have degree argurin@®kis on track, then adver-
bial approximatelycannot modify copulas, so quantifigpproximatelyis required in sentences like
(65a). The adverbial account, then, cannot account for the patté65)-(66), and | maintain the
analysis developed in 4.3.2-4.3.3 above wheggiproximatelyis a degree quantifier that combines
with a degree functiolM|JANY, MUCH) and avalils itself of type-shifts in copular constructions.

4.3.5 Summary

In this section | accounted for the cross-categorial behavi@ppfoximatelyby introducing the
degree functioMUCH, which allowsapproximatelyto quantify over degrees other than degrees
of cardinality. | also explained the contrast between (74)-(75) vs)-(7B as being an issue of
missing arguments. In (76)-(77), the coerced schémf stroganoffserves as a degree argument
(like 50in (74)-(75)), but a propositional argumersafdwichesn (74)-(75)) is missing. This is
compensated for in (75) by a copula-specific type-shift, while (76), witltopula to provide a
shift, is degraded.

(74)  John served approximately 50 sandwiches.
(75)  What John served was approximately 50 sandwiches.
(76) ??John served approximately beef stroganoff.

(77)  What John served was approximately beef stroganoff.
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4.4 About

Unlike approximatelyaboutis not acceptable in either sentence types in (78)-(79).
(78) 7?7?John served about beef stroganoff.
(79) 7??What John served was about beef stroganoff.

The explanation | propose is simply thalbout cannot coerce scalar readings out of non-scalar
predicate$® | then relate this to the analysis aboutin Sauerland and Stateva (2007) and argue
further for the epistemic account aboutdeveloped in Chapter 2.

441 Coercion

Like approximatelyaboutis felicitous with a variety of non-numeral scalars.

You're about right.

His solution is about correct.

Their revenue was about halved by the merger.
The dough about tripled in volume.

They told about the same story.

(80)

® o 0 0o

Unlike approximately howeveraboutappears to be infelicitous with scalars that require coercion,
asin (81).

(81) a. ??What John served was about beef stroganoff.
b. ?Thatis about the point | was trying to make.
c. ?Mary’s explanation was about my reasoning as well.
d. ?Itwas about what a scone should be.

The difference betweegpproximatelyandabout | propose, is that unlikapproximatelyabout
does not coerce scalar readingbout therefore, cannot combine with non-inherently-scalar terms
like beef stroganoff® Why this is the case is not immediately clear but may be related to the

95Recalling the discussion from Section 4.3.4, an alternative analysid basadverb syntax is available fabout
While approximatelycan modify scalar verbs, we might suggest tiiabutcannot, leading to the contrast above.

(@) John served approximately/about 50 sandwiches. (num mod)
(i) a.  What John served was approximately/#about beef stroganoff. (verb mod)
b.  John approximately/?about served 50 sandwiches. (verb mod)
c.  What John served was approximately/about 50 sandwiches. feither

9%The same can be seen for other prepositionsdikeindandnear.
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availability of non-scalar forms afbouf”:

(82) a. It'saboutto rain.
b. It's about time.

c. Tom moved about the room.
d

John talked about Mary.

These forms might contribute to a blocking effect; wiaroutmodifies a non-numeral, it may be
interpreted as one of the above usealpbutrather than allowing a coerced-scalar reading.

Asymmetry in the distribution aipproximatelyandabouthas been noted before. Sauerland and
Stateva (2007) claim thatpproximatelyfreely combines with non-endpoint scalars, whaleout
can only combine with non-endpoint scalars in the form of numerals and tairggressions, as
shown in (83) and (84) below (Sauerland and Stateva 2007, 241-2).

(83) a. #approximately dry/pure/white
b. approximately three/north/the same
#approximately beef stroganoff/a heap of wood

o

(84) a. about three, at about noon, at about midnight, at about ithe: tiae
#about clean/open/north

=

Note that Sauerland and Stateva intentionally avoid coerced scalar reasiinfpr their pur-
posesapproximately beef stroganoi$ infelicitous. If we assume thdteef stroganofiin (22) is
coerced into a non-endpoint scalar reading, this distinction would atfouthe asymmetries in
guestion:beef stroganoffis a non-endpoint scalar should be felicitous \aipproximatelybut it is
neither a numeral nor a temporal expression and therefore shoulddtieiiofis withabout as is
indeed the case. A sketch of a non-endpoint scalar readingedfstroganoffs given in Figure 12.

4.4.2 Additional restrictions

Sauerland and Stateva’s characterizatioalmdutas combining only with numerals and temporal
expressions, however, is both too inclusive and too restrictive. Erenmany temporal expressions

(i) ??What John served was around/near beef stroganoff.

(i) ??The towel John brought was around/near dry.

97To be clear, | do not assume that all useslmbutinvolve the same lexical item. Instead, | suggest that the presence
of non-scalar lexical entries with the same phonological form as sahtartcauses us to resist forcing a scalar reading
out of a non-scalar modified about
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not salty enough 100 salty

A A
[ 1N 1

l‘J

beef stroganoff

Figure 12: An example obeef stroganoffas a non-endpoint scalar, where position on the scale
indicates amount of salt, an arbitrary dimension of variation

that about cannot modify?® In (85), for example aboutis degraded when modifying temporal
expressions likduesdayThanksgivingand201Q

(85) a. ?He’ll arrive on about Tuesday.
?It's about Thanksgiving.
?The year is about 2010.

Additionally, there are non-numeral non-temporal expressionsath@aitcan occur with, particu-
larly certain gradable adjectives likell, empty andstraight (recall also the data in (80)).

(86) a. about full/fempty/straight/?dry/?certain/?closed/#invisible/#pure
b. about #wet/#visible

The data in (85), | propose, follow froabouts epistemic content. The data in (86), | propose,
contain an independent form aboutthat acts similarly t@lmostandjust about

Epistemic content limiting distribution

Recall the evidence from Chapter 2 used to argueabatitis an uncertainty marker. Firgtboutis
infelicitous when context establishes knowledge as shown in (87), veltrenat (like fellow modal
maybebut unlike near-synonympproximatelyis infelicitous when the speaker is assumed to know
his own age?

(87) [The speaker is 26 years old, and the addressee is seekingea26ld]

98Thanks to Gregory Ward (p.c.) for bringing these to my attention, asasete fact that scale matters for felicity
(cf. I'm about {at the boarder/# in New York}

99This contrast with (i), where the speaker may not know his own agealbodtis now felicitous.

() [The speaker is 26 years old but is suffering from amnesia sucltiéhdoes not know his age, and the addressee
is seeking a 25-year-old]
a. I'm approximately 25.
b.  I'mabout 25.
C. I'm maybe 25.
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a. I'mapproximately 25.
b. ?I'm about 25.
c. #I'm maybe 25.

Additionally, aboutinteracts epistemically with epistemic predicateight andseem For ex-
ample, in (88)about (but not near-synonyrapproximately gives rise to modal concord readings
(Geurts and Nouwen 2007, a.0.).

(88) John is about six feet tall.

a. = John might be about six feet tall.
b. =~ John seems about six feet tall.

(89)  Johnis approximately six feet tall.

a. = John might be approximately six feet tall.
b. #%John seems approximately six feet tall.

Aboutalso interacts epistemically with rising intonation (following Chapter 3 and Zaaouk
2011b). For example, in (919bout (but not near-synonympproximately gives rise to modal
concord readings.

(90)  Amy: How many books did John bring?

Ben:

a. 107

b. About 10?~=(90a)
c. About 10.

(91) Amy: How many books did John bring?
Ben:

a. 107
b. Maybe 107%=(113a)
c. #Maybe 10.

(92) Amy: How many books did John bring?
Ben:

a. 107
b. Approximately 10%4(92a)
c. Approximately 10.

Canabouts epistemic content explain (85)? Note tldtoutimproves when the context sup-
ports speaker uncertainty, and it worsens when context suppotaénter In the following exam-
ples, we will see that these sentences are infelicitous when they conflicspatiker knowledge,
and they are improved dboutis replaced wittapproximately which has no epistemic component
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(97), (94), (101a). We also see that the felicityatloutimproves when it appears in a context that
supports speaker uncertainty in (98), (95), and (101a).
We begin with (85a), repeated below.

(93) ?It's about Thanksgiving.

Here, where the context is incompatible with speaker uncertabtytis infelicitous, unlikeap-
proximately as demonstrated in (94).

(94) You think today is Thanksgiving? It's November 30th, but | guess...

a. today isapproximatelyThanksgiving.
b. ?today isaboutThanksgiving.

In (95), where the context is compatible with speaker uncertabiyutimproves.

(95) a. Since it was right around the time my brother was born, I'd saystaf@ut Thanks-
giving.
b. 7?Since it was right around the time my brother was born, I'd say it waoapnately
Thanksgiving.
The same pattern can be seenTaesdayand2010in (96) and (99).

(96) ?He’ll arrive on about Tuesday.

(97) You think he’ll arrive on Tuesday? He'll actually arrive on Marydbut | guess...

a. he'll arrive onapproximatelyTuesday.
b. ?he’ll arrive omaboutTuesday.

(98) a. John is stopping by our house on his cross-country bike rideesdHedule depends
heavily on the weather, but he thinks he’ll arrive on about Tuesday.
b. ?John is stopping by our house on his cross-country bike ride. Hexlate depends
heavily on the weather, but he thinks he’ll arrive on approximately Tayesd

(99) ?The year is about 2010.

(100) You think the year is 20107 It's actually 2012, but | guess...

a. the year i@pproximately2010.
b. ?the year isbout2010.

(101) a. Since itwas right around the time my brother was born, I'd sagstaiout 2010.
b. ?Since it was right around the time my brother was born, I'd say it waajmately
2010.

This epistemic behavior is captured in (103) and (102), whéautandapproximatelydiffer
in that onlyaboutdirectly expresses that the uttered numeral is epistemically possible, implicating

125



lack of speaker certainty.

(102)  [approximately] = Ang.ADgy.Img € {yjn—0 <y<n+0} & D(m)
‘asserts thaD is true of some degrem that falls within some contextually-determined
distanceo from the uttered degre#

(103)  [about] = Ang.ADgy.3my € {yjn—0 <y<n+0} & D(m) & oD(n)
‘asserts that thB is true of some degraathat falls within some contextually-determined
distanceo from the uttered degre® AND that theD is possibly true ofy

Just about

Returning to (86), maximum-standard adjectives (Kennedy and McNallg;20@nnedy 2007),
shown in (86a), seem more felicitous widibout than minimum-standard adjectives do, shown
in (86b). This may be because approximating a minimum-standard adjectiits i@ssomething
relatively trivial. That s, if any non-zero amount of water will cause stimg) to be ‘wet’, the laxer
about wetcould be true of everything; a similar pattern holdsdpproximatelyandexactly® This

is sketched in Figure 1891

about wet
|

abont dry

f_L_\

100% wet I I 0% wet

| ; oy

dry

wel

Figure 13: A scale of wetness, where the area covereabloytcan be seen to include the entire
scale.

Still, not all maximum-standard adjectives are acceptable abtut(e.g. pure).

(104) a. about full/lempty/straight/?dry/?certain/?closed/#invisible/#pure
b. about #wet/#visible

100Note also that maximum-standard adjectives are more punctuatedemisifiable, like numerals and (acceptable,
see previous footnote) temporal expressions.

1015ee also Burnett (2012), where she argues that minimum-standentivaes are potentially vague (e.g. have bor-
derline cases in some contexts) in their positive form (@rg), while maximum-standard adjectives are potentially vague
only in their negative form (e.giot we).
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The explanation | pursue here involves comparison with sinlsiraboutforms. Note that with
the addition ofust, abouthas a wider distribution.

(105) a. justabout full/lempty/straight/dry/certain/closed/?invisible/pure
b. just about ?wet/?visible

Below | will refer to those maximum-standard adjectives acceptable with ddavatas AFMs
(aboutfelicitous maximum-standard adjectives, e.full), and | will refer to those maximum-
standard adjectives not acceptable with yeutas AlMs @boutinfelicitous maximum-standard
adjectives, e.gpure).

Given the wider distribution ojust aboutcompared with bar@about | pursue the idea that
when bareaboutappears with an AFM, it is a conventionalized abbreviatiojusf about If about
appears with an AIM, no such conventionalized form is available. | afgu¢his in two ways
below. First, | show that the interpretation aboutwith AFMs mirrors that ofjust aboutand not
that of numeral-/temporal-expression-modifyialgout Second, | bring in corpus data to suggest
thatjust aboutoccurs more often with AFMs than with AIMs, and | argue that such usensistent
with the conventionalization of jst-less form ofjust aboutfor AFMs but not for AIMs.

Conventionalization and the interpretation of about

Just aboutis, as described by Morzycki (2001), ammostmodifier’, a class that includes terms
such asalmost virtually, nearly, damn neay pretty muchnot quite andjust about We can begin
by observing that this class of modifiers is generally felicitous with maximum-atdratjectives.

(106) a. almost full/empty/straight
b. almost dry/certain/closed/invisible/pure

(107) a. virtually full/lempty/straight
b. virtually dry/certain/closed/invisible/pure

(108) a. nearly full/lempty/straight
b. nearly dry/certain/closed/invisible/pure

(109) a. damn near full/empty/straight
b. damn near dry/certain/closed/invisible/pure

(110) a. pretty much full/lempty/straight
b. pretty much dry/certain/closed/invisible/pure

(111) a. not quite full/empty/straight
b. not quite dry/certain/closed/invisible/pure

(112) a. justabout full/lempty/straight
b. just about dry/certain/closed/invisible/pure
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Almost as described by Nouwen (2006), has both a proximal and a polar cempaevhich can
be seenin the sentence in (113). This sentence expresses that @nagislose to dying (proximal),
but that he did not die (polar).

(113)  Travis almost died.

a. Travis came close to dying (proximal)
b. Travis did not die (polar)

This polar component, while present, is backgrounded, as can be steninfelicity of (114a),
particularly in comparison with (114b).

(114) a. #Fortunately, Travis almost died.
b. Fortunately, Travis did not die

Returning to AFMs, we see that baaboutpatterns withalmostmodifiers in expressing prox-
imity. This is unsurprising, sincaboutexpresses proximity when combining with numerals and
temporal expressions as well.

(115) a. almost full
b. justabout full
c. aboutfull

d.

(about ten)

More interestingly, these uses alboutcontinue to pattern witlaimostmodifiers with respect to
polarity: about fullseems to expreswot full. Note that this polarity is not expressed with numer-
als/temporals.

almost full= not full

(116) a.
b. justabout full~ not full
C.
d.

about full— not full
(about tens not ten)
Additionally, this polar component is not prominent with this uselobut

117) a. #Fortunately, the glass was almost full when it fell.
b. #Fortunately, the glass was just about full when it fell.
c. #Fortunately, the glass was about full when it fell.

Overall, this use ofbout patterns withalmost modifiers instead of with numeral/temporal
about This supports the idea that this useadfoutis analmostmodifier with a phonologically
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null just 102

102 pmorzycki provides the following denotation famost which combines with thalmostlicensing feature in (ii)
(Morzycki 2001, p. 321).

0] [almost] = AwAw.cLOSEwW) (W)
(ii) [[ALMOSTyp]] = APARAeAw.—P(e)(w) ATW [P(e) (W) ARW) (W) AVYW! [[W <y W AP(€)(W)] — W' =y W]

The structural configuration of these items is given in (iii). Morzyckuasss, following Cinque (1999), that adverbs are
licensed by a functional head and appear in the specifier of that head.

(iii)

almost

+ALMOSTyp
[ ] Travis died

A sentence likdravis almost diectvaluates aSe.~died(Travis)(e)(w) A 3w [died(T ravis)(e) (W) A closgw) (W) A
v [[w” <y W Adied(Travis)(e)(w')] — w’ =y W]] , asserting that Travis did not die in the actual world, but there is
some worldw’ in which he did die that is close to the actual world, and for all wovitighat are at least as close to the
actual world asv’ and where Travis died, then all the propositions true in bétland in the actual world are also true in
w.

Morzycki provides the following feature for DP-modifyiragmost

(iv) [[ALMOST pp]] = AQARAPAW.-Q(P)(W) A IW [Q(P)(W) A AX[P(X)(W)] = AX[P(X)(W)] A R(wW)(W) A
YW/ W <w W AQ(P)(W')] — W' =y W]

v)

almost

[+ALMOSTpP]
five people arrived

Almost 5 people arrivecevaluates toaw/[5 — peoplédarrived)(w') A Ax[arrived(x)(w)]] = [Ax[arrived(x)(wW)]] A
closew) (W) AYW'[[W’ <w W A5— peopléarrived)(w’)] — w’ =, w], or there exists a world’ in which five people
arrived and the set of people who arrived in the actual world is the sartiee set of people who arrivedvn, and for all
worldsw”, if W’ is at least as close to the actual worlddsand 5 people arrived in”, then all the propositions true in
bothw” and in the actual world are also truevin

Morzycki's analysis oflmostcan most easily be extendedjtst aboutby assigning them identical denotations.

(vi)  [almost] = [just about] = [about] = AwAw .cLOSEW)(W)

To yield non-directionahbout we can combine the denotation in (vi) with a new non-polar licensing feghuogided

in (vii).

(vii) [[ABoUTpP]] = AQARAPAW.IW[Q(P)(W) A AX[P(X)(W)] = AX[P(X)(W)] A R(W)(W) A YW/ [[w/ <y W A
QP)(W")] = W' =y W]

This is not so different from the analysis aboutdeveloped in this chapter, as it likewise results in an epistemic
possibility marker. It is not immediately clear that this lexical decompositiolessrable fombout and for the remainder
I will maintain the analysis presented in this chapter and in Chapter 2.
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Summary

In order to explain the behavior @pproximately | have provided a decompositional analysis of
approximatelysuch that, in the absence of a copula, it can only act attributively. The letenp
paradigm is repeated below.

(118) a. John served approximately 50 sandwiches.
b. John served about 50 sandwiches.

(119) a. What John served was approximately 50 sandwiches.
b. What John served was about 50 sandwiches.

(120) a. ??John served approximately beef stroganoff.
b. ??John served about beef stroganoff.

(121) a. What John served was approximately beef stroganoff.
b. ??What John served was about beef stroganoff.

The sentence in (120) is unacceptable becMId€H remains unsaturated, while the sentence
in (22) is felicitous due to a copula-specific type shift that obviates this ‘ngssirgument. Ap-
proximatelyandaboutpattern differently with coerced-scalar nouns but not with numeralsuseca
approximatelycan coerce scalar readings out of non scalarsabatitcannot.

This analysis provides new support for a decompositional approachaatification. It also
extends Hackl's approach to numerals, which (among other things) treatsathdegrees modified
by a possibly-null degree function, by extending it to coerced scalaadélef stroganoff This
analysis, however, raises a number of questions.

For instance, one might wonder whether separsaymuchoperators are necessary. On some
level, they both relate degrees (of cardinality, beef-stroganoff;mte3, so perhaps one unifying
operator could be posited. Note, however, thanyis restricted to pluralities and atomic counts of
items, not degrees (e.g. sandwiches, not cardinalities), whilehis restricted to degrees (e.g. of
beef-stroganoff-ness), not items (e.g. things John served).

Perhaps more interesting is the questiomiby modifiers likeapproximatelycan appear with
coerced scalars while modifiers like approximatmutcannot, as in (122).

(122)  What John served as approximately/#about beef stroganoff.

Furthermore, why do maximum standard adjectives pattern like coercagissicetheir ability to be
modified?

(123)  What John dropped as approximately/#about full.

This data provides an interesting avenue for future work on nominal/adjectiercion, as well as
theories of quantification.
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4.4.3 Summary

In this section, | discussed a number of distributional asymmetries betwéeredtfuses cpprox-
imatelyandabout Asymmetries in the use @pproximatelyare reflective of its status as a degree
function, and its cross-categorial behavior was attributed to its ability to camtith degrees other
than those of cardinality vimIUCH. Aboutshowed a different distribution due to a) its inability to
coerce scalar readings and b) its ability to surface as a phonologicdliged form ofust about

| also revisited the surprising wagboutinteracts with modalsngigh?) and seem patterning
differently from approximately This builds on the discussion aboutin Section 2.5.3 (p. 59)
which argued thaaboutis an epistemic possibility modal, which | formalized in this chapter in
(103).

Approximatelyandaboutare not unusual in displaying the asymmetries targeted in this chapter;
rather, they represent two classes of modifiers. The first claseseed byapproximately can
appear with coerced scalars. This is demonstrated in (125).

approximately)
exactly
(roughly)

John served .

(124) justabout » 50 sandwiches.
What John served wds

almost
maybe

etc.

Y

approximately
exactly

hi
??John served (roughly)

(125) justabout p a sandwich.
What John served wa
almost

maybe
etc.

vJ

While these maodifiers can all all appear with coerced scalars, they ame fogans a homogeneous
group. For example, there are both modal and non-modal modifiers, aawsee from the di-
agnostics from Chapter 2. In (126), these non-modal modifiers doppetaa to allow a concord
reading, unlike the modal modifiers in (127).

(126) a. John might be {approximately/exactly/almost/just about} six feet tall.
b. John seems {approximately/exactly/almost/just about} six feel tall.

(227) a. John might be {maybe/like} six feet tall.
b. John seems {maybe/like} six feel tall.

Similarly, from earlier in this chapter we see that the non-modal modifiers asstent with the
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modified scalar being impossible, while modal modifiers are not:

(128) A: Johnis 20.
B: No, he’s 19, though that means he&pproximateljalmostjust abou} 20.
B":#No, he’s 19, though that means heradybdlike/about 20.

The second class, representedalmput does not appear with coerced scalars, as demonstrated
in (130).

( about

John served around

(129) (near) » 50 sandwiches.
What John served wds

less than

etc.

about

??John served around

(130) - near % a sandwich.
??What John served wds

less tha

etc.

This class likewise appears to contain both modal and non-modal modifigre following diag-
nostic from Chapter 2, these modal modifiers in (131) appear to allow ambneading, while the
non-modal modifiers in (132) do not.

(131) a. John might be about six feet tall.
‘John is somewhere in the ballpark of six feet.’
b. John seems about six feel tall.
‘As far as | can tell, John is six feet tall.’

(132) a. John might be around six feet tall.
‘It is possible that John is approximately six feet tall’
b. John seems around six feel tall.
‘As far as | can tell, John is close to six feet.

However, both modal and non-modal modifiers are inconsistent with the eddiGialar being
impossiblet®3

103Thijs does not seem to be about an inability to bear contrastive stress.

0] A: Twenty people came.
B: Twentyexactly or do you meamroundabouttwenty?
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felicitous with coerced scalars | infelicitous with coerced scalars
modal maybe about

like
non-modal | approximately around

exactly

roughly

just about

pragmatic slack/halos/roundness

Table 8: Summary of modifier categorization by modal status and ability to moddfiexded scalars

(133) A: Ben s 20.
B: No, he's 19, though that means he’afund?about20.

These two classes of modifiers (those that appear with coerced saadatisose that do not) are
shown cross-cutting the modal/non-modal distinction in Table 8.

In the next section | will discuss another modifier that, like approximathaut only appears
with numerals.

4.5 A good measure

Here we will discuss a more-certain modifier that has received little attéftjcm good which
appears with measure phrases as in (134).

(134)  Johnread a good ten books.

Here | propose thad goodconveys two evaluations: a) that the speaker thinks the quantity under
discussion is ‘a lot’, b) that the speaker thinks that quantity is likely. This allasvto account for

its felicity in combination with other modifiers and allows us to draw parallels with ahaluative
modifiers.

The analysis | provide follows a decompositional approach to quantifisrabove, lending
further support to this approach. Moreover, this illustrates another miaittiéie likeabout does not
appear with coerced scalars. Unlibout however,a goodis best classified as a degree function
(a laMANY), not a degree quantifier.

104Though see Bolinger (1972, pp. 37, 54, 150n), where he suggestgdbd refers to sufficiency, fullness, or
intensification.
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4.5.1 Distribution

To begin, let us assume a naive theona@food namely, one whera good Xis roughly equivalent
to at least X(> X). That has some intuitive appeal, but it quickly runs into problems vehgood
is used in combination with other modifiers, shown in (135).

(135) a. Johnread about a good ten books.
b. Johnread at least a good ten books.
c. #John read at most a good ten books.
d. ?John read more than a good ten books.
e

#John read less than a good ten books.

Comparing (135) to (136), thee X meaning ofa goodis supported by its relative felicity with
aboutand infelicity withat mostmore thaless than It is surprising, however, that (135b) does not
appear redundant, while (136b) does, indicating éhgdoddoes not merely meaat least

(136) a. Johnread about at least ten books.
b. ??John read at least at least ten books.
c. #John read at most at least ten books.
d. ?John read more than at least ten books.
e

#John read less than at least ten books.
There are other ways in whiéhgoodhas a similar distribution tat least as shown in (137).

(137) a. Davidis a good 6 feet tall(er than Kate).
b. David is at least 6 feet tall(er than Kate).

However,a goodrequires a quantity to directly modify, whibg leastis more flexible. In (138), we
see thak goodcannot directly modify the adjectivtall, while at leastcant®®.

(138) a. *Davidis a good tall.
b. %David is at least tall.

In (139), we see tha goodcannot be stacked on top of another modifier Bkmut while at
leastcan.

(139) a. *John read a good about ten books.
b. Johnread at least about ten books.

105Here, however, the comparison appears to be metalinguistics and isight-kpecific, e.gDavid isn't a skilled
basketball player, but he’s at least tall
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Contrastingly, in (140) we see thaboutcan modifya good while it cannot modifyat least

(140) a. Johnread about a good ten books. =(135a)
b. *Johnread a good at least ten books.

To account for the data in (135), | propose thajoodcarries two evaluative components which
conflict with the modifiers in (135c)-(135e), but not with the modifiers irbd)3(135b). To account
for the data in (137)-(140), | propose tfagoodis a degree function a lamany(Hackl 2000) and
therefore requires a degree argument and it can be modified by dpgmetfiers (e.g.at least
abou) but it cannot modify them.

4.5.2 Analysis

As mentioned above, | claim that the pattern in (135) is due to a conflict bettheeevaluative
content ina goodand the directionality of the modifiers in (135c)-(135e€). | express thikiatiae
content in the form of two presuppositioH¥.

(141) Evaluative content @f good

a. ‘certainty component'— the speaker believes the quantity expresseelys lik
presuppositionE=#x = d (quantities is true in all closest worlds)

b. ‘sufficiency component’ —the speaker believes the quantity exutés&elot’
presupposition#x > ds (quantity meets some salient threshold)

These presuppositions allow us to explain the pattern in (135). To see this, fiest look more
closely at the other modifiers in (135).

It has been argued that some quantifiers are ‘directed’, with soma fise@being ‘positive’ and
some likefewbeing ‘negative’ (Moxey and Sanford 2000; Sanford et al. 2000,/2a.0., see also
discussion in Section 2.3.3). This can be seen in examples like those in (@AR2Banford et al.
(2007).

(142) a. Inthe autobahn pile-up, a f@@ople were seriously injured, which is a *good/bad
thing.

b. In the autobahn pile-up, fepeople were seriously injured, which is a good/*bad
thing.

The quantifiersa fewand bardewseem to represent roughly the same quantity, but as (142) demon-
strates, they have different felicity condition&.fewis taken to highlight its positive extent (more
than zero), whildewis taken to highlight its negative extent (less than many). Taking for granted

106This content does not pattern straightforwardly as either presuppositmmventional implicature. For simplicity,
| assume that it forms presuppositions.
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that we seek to minimize injury to others, in (142) the positive extent (more tiar) af injured
people is highlighted (which is a bad thing), while in (142b) the negative efess than many) of
injured people is highlighted (which is a good thing).

This same contrast can be seen with the modifiers in (&Snostandless tharrequire ‘min-
imizing’ contexts, whileat leastandmore thanrequire ‘maximizing’ contextsgboutis neutral).
(The contexts below assume that we want to maximize the number of treesasavadnimize the
number of trees lost.)

(143) Max. context
a. #Fortunately, at most five trees were saved. (negative)
b. Fortunately, at least five trees were saved. (positive)
(144) Max. context
a. #Fortunately, less than five trees were saved. (negative)

b. Fortunately, more than five trees were saved. (positive)

(145) Min. context

a. Fortunately, at most five trees were lost. (negative)
b. #Fortunately, at least five trees were lost. (positive)

(146) Min. context

a. Fortunately, less than five trees were lost. (negative)
b. #Fortunately, more than five trees were lost. (positive)

The patterns in (135) reflect the fact that the modifiers in (135c)-(18&ee a prominent di-
rected component{ 10 or< 10, i.e.# 10), which conflicts with the certainty componentaogood
(0#x = 10). At mostandless thanare negative and highlight 10, so forat most 10 is the least
likely quantity, and forless than 10 is not even possible. And while 10 is entailed by the positive
more than exactly 10 is impossible.

This pattern holds for other modifiers as well. The prominently negative mslifseely and
feware infelicitous witha good as in (147) and (148).

(147) #barely a good ten (cf. Fortunately, John is barely sick)
(148) #agood few

Non-prominently negative modifiers likdmost(Nouwen 2006) are felicitous, as in (149).

(149) almost a good ten (cf. #Fortunately, John is almost sick)
Positive modifiers likananyare likewise felicitous, as in (150).

(150)  agood many (positive)
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This certainty component, then, begins to predict the pattern in (151)atexpdéelow with the
polarity of the modifier given in parentheses.

(151) a. Johnread about a good ten books. (positive)
b. Johnread at least a good ten books. (positive)
c. #John read at most a good ten books. (negative)
d. ?John read more than a good ten books. (positive)
e. #John read less than a good ten books. (negative)

If, as | claim,a goodhighlights the expressed quantity through its certainty component, its infelicity
pattern with negative modifiers in (135) is expected. The negative modifgridit < 10, which
conflicts with this certainty components predicting the infelicity of (135c) al3&¢). The positive
modifiers highlight> 10 and thus are predicted to be felicitous, so then why is (135d) infelicitous?
After all, bothat least terandmore than terentail ten. If, as | claima goodhighlights the expressed
quantity through its certainty component, its infelicity pattern with negative maosliiire(135) is
expected. The negative modifiers highlightlO, which conflicts with this certainty components
predicting the infelicity of (135c) and (135e). The positive modifiers hidttlig 10 and thus are
predicted to be felicitous, so then why is (135d) infelicitous? After all, lzatleast terandmore
than tenentail ten.

To see more clearly the difference betwedrieastandmore than | will assume the analysis
given by Geurts and Nouwen (2007). They propose that the ‘supetlenodifiersat mostandat
leastare modal, while the ‘comparative’ modifidess tharandmore tharare not'°’

At leastin (152) expresses that the speaker is certain that John read ten &odlsis possible
that he read more.

(152) a. Johnread at least ten books.
b. [O3x[10(x) A bookx) A read(j,x)] A o3x[#x > 10 A bookx) A read(j,x)]

At mostin (153) expresses that the speaker thinks it is possible that John rebddks, and it is
not possible that he read more.

(153) a. Johnread at most ten books.
b. ©3x[10(x) A bookx) A read(j,x)] A —o3Ix[#x> 10 A bookx) A read(j,X)]

Less tharin (154) simply expresses that the quantity of books that John read is éestetn

(154) a. Johnread less than ten books.
b. 3n[n< 10 A #books=n]

107Cummins and Katsos (2010) argue that this effect is pragmatic, naargEm Nouwen (2010) argues that the
contrast is in whether a modifier can express relations to definite amounts.
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Similarly, more thanin (155) simply expresses that the quantity of books that John readdsxcee
ten.

(155) a. Johnread more than ten books.
b.  3n[n> 10 A #books=n|

Returning to (135b) and (135d), we can now seedhitastanda goodare working in harmony
(they both asseffl10). More thananda good however, are nof{10 v. > 10), so it is not surprising
that (135d) should be less felicitous that (135b).

| believe the patterns in (137)-(140), repeated in (156)-(159),atetthe fact thata goodis a
Hackl-style degree function. As such, it directly takes a cardinality asrgumeent and can be
modified by degree madifiers lilat leastandabout but it cannot modify degree modifiers.

All of these are metin (156).

(156) a. Davidis a good 6 feet tall(er than Kate).
b. David is at least 6 feet tall(er than Kate).

In (157), the modifier does not directly combine with a cardinality, so weigtréthta goodwill
be unacceptable. (It's harder to say wdtyleastis acceptable in (157), but this example may have
to do withat leasts ability to combine with ostensibly non-scalar terms.)

(157) a. *David is a good tall.
b. %David is at least tall. (At least David is tall.)

A goodcannot modify other degree functions ligbout though the degree quantifiat leastcan.

(158) a. *John read a good about ten books.
b. Johnread at least about ten books.

And a goodcan be modified by (otherwise compatible) degree quantifiersalikeastandabout
as in (135a)/(159) and (135bAt least as a degree modifier, cannot be modified by other degree
modifiers as in (159).

(159) a. Johnread about a good ten books.
b. *John read a good at least ten books.

The composition of the examples in (135) can be seen below in (161), wieedegree function
a goodcombines with a degre¢g(), two predicatesi{ooksandJohn read, and a degree quantifier
(at least at most more thanless thai.

(160) [agood = Adcard-A fieny-AQen.3X : #x > ds & E#x=d [f(X) & g(X) & x hasd-many
parts inf]
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(161)

v. ((dt)t) (dt)

N
(d((dyit)) d

atleast ten Ad iv. t
at most /\
more than e .
iii. ((e e

less than P

ii. (et((ett))  (et)  Ax. Johnreac

">~ books
i. (d{et((et)t))) d
—
a good

i. [agood = Adcard-A fiety-AQen-IX: #x > ds & E#x =d [f(X) & g(X) & x hasd-many parts
in f]

ii. [agoodd] = A fiep.AQrey.IX:#x > ds & X =d [f(X) & g(X) & x hasd-many parts inf]

iii. [a goodd books] = Agey.3X: #x > ds & E#x = d [bookX) & g(x) & x hasd-many parts in
booK

iv. [John read a goodd books] = 3x : #x > ds & E#x=d [bookx) & read(j,x) & x hasd-
many parts irbook

v. [atleastter] = ADgy.00D(10) & ©[Im> 10 :D(m)] (cf. Geurts and Nouwen 2007)
[at most ten] = AD gy . ©D(10) & =o[3m> 10 :D(m)]
[more than ten] = AD gy #An.D(n)) > 10
[less than terj = AD gy #An.D(n)) < 10

vi. [(135b)] =O[3x:#x > ds& [#x = 10[book x) & read( j,x) & x has 10-many parts inooK] &
o[3dm> 10[3x: #x > ds & E#X = m[bookx) & read(j,x) & x hasm-many parts irbooK]]

[(135c)] =  o[3x:#x>ds & E#x =10 [bookx) & read(j,x) & x has 10-many parts in
booK] &
—o[dm> 10[3X: #x > ds & E#X = m[bookx) & read(j,x) & x hasm-many parts irbooK]]

[(135d)] = #(An.[3x : #x > ds & E#X = n [bookx) & read(j,x) & x hasn-many parts in
booK])> 10
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[(135e] = #(An.[3x : #x > ds & E#X=n [bookx) & read(j,x) & x hasn-many parts in
booK]) < 10

Evaluativity

Above, a goodwas treated as an evaluative modifier that signifies that the speaker ersnisid
argument to be ‘certain’ and ‘sufficient’. Instead, one may have dgdacgoodto signify that the
speaker evaluates the argument positively. Sentences like (162ssthyga goodindeed lacks this
meaning (though, in sentences without a gradable adjective, intersexzii@gs are possible, such
that (137) would mean John read a set of things that were both goodakd,tibut not necessarily
‘certain’ or ‘sufficient’).

(162) I've been sick a good two weeks now, and I've hated evergrakc

Other adjectives, however, can be substitutedjmdas in (163a) and contribute predictable mean-
ing (e.g.astonishing- high on ‘astonishing’-scale) instead of committing to the modified quantity
being high, or even low (though saeneasly/piddlingétc.). This parallels evaluative adverbs, as in
(163b).

(163) a. The game was an astonishing four minutes/hours long.
b. The game was astonishingly long/short.

Even in a somewhat similar constructigaod andwhich carries a ‘sufficient’ (‘thoroughly’) mean-
ing, thegoodhere is contentful, indicating that the speaker is pleased.

(164)  {Our prank made Chris/#That prank made me} good and irritated.

The role ofgoodin a goodis rather special in that it conveys the speaker’s attitude about a quantity
with respect to some notion of ‘certainty’/‘sufficiency’ instead of cornimgythe speaker’s attitude
about ‘goodness’.

In certain syntactic contextsyell can fill a similar role, indicating ‘a lot’ without indicating
‘goodness™®

(165) He got here well/a good while after ten o’clock. (Bolinger 19737).

Modality

In previous chapters, | highlighted the modal components of modifiers thmaglal concord and
discontinuous alternatives, and here | examine the modal componeng@dd Because of the

108These are somewhat comparable to sufficiency readingh 4cquainted/equipped/regkennedy and McNally
2005, p.375) as well as to the spectrunwiell beyond/after/past/.../before/.../#near/#close
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nature ofa good these diagnostics are less straightforward, but below we will see thatdthe
supporta goods modal status.

First, sentences like (166) which require that any alternatives be disaons are felicitous
with a good but this is uninteresting in that (166) seems to lack alternatives completelp(iye.
allow exactly 30, presumably because it expresses certainty, notaintgr.

(166) It's Susan’s birthday today, and she’s a good thirty years old.

Some speakers report that (166) allows 31 and possibly 32 as altema&wdencing modal behav-
ior by licensing discontinuous alternatives. The fact that they are restrio being greater than or
equal the uttered numeral is consistent with the sufficiency componeng dethotation | provide
for a good

If we choose a rounder number, alternatives seem possible, andithty f&f (167) suggests
thata gooddoes indeed allow discontinuous alternatives (in all the closest worldsywield have
been married-200 years minus intermediates).

(167) a. Todaywould have been my great-great-great-great-gresit-grandparents’ anniver-
sary. They would have been married for a good 200 years now.
b. #Today would have been my great-great-great-great-great-guasadparents’ anniver-
sary. They would have been married for approximately 200 years now.

As with about concord readings with goodare complicated by the fact that it is not purely a
modal operator. This can be seen in (168), where (168a) and (&68Mmot identical in semantic
content (which is sketched below), but the semantic content of (168e)yssimilar (presumably
due to concord) to that of (168a).

(168) a. Johnread a good ten books.
3x: #x > ds & @#x = 10 [bookx) & read(j,x) & x has 10-many parts inooK
b. John definitely read ten books.
O3x: [bookx) & read(j,x) & x has 10-many parts inook
c. John definitely read a good ten books.
O3x: #x > ds & @#x = 10[book x) & read(j,x) & x has 10-many parts inooK

Additionally, a goodis relatively infelicitous with uncertainty-expressing terms lgassibly

(169) a. John definitely read a good ten books.
b. ?John probably read a good ten books.
c. ??John possibly read a good ten books.

A similar pattern can be seen in (170), whargood(along with other certainty-expressing modi-
fiers) are infelicitous uncertainty-expressing rising intonation.

(170) Amy: How many books did John read?
Ben:
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a. #Definitely ten?
b. #Atleastten?

c. #(Heread) a good ten?
d. Definitely ten.

e. Atleastten.

f.  (He read) a good ten.

4.5.3 Summary

While previous discussion has focused on epistemic possibility modifiersnifigde this section
has presented a case of epistemic-necessity modal modification tra@agidand has highlighted
some other components (particularly evaluativity) that can be involved larstadifiers. | have
proposed thaa goodcomments on the speaker’s certainty as well as evaluation of the largeness
of the quantity. This is of particular interest because the evaluation hereistdctly about cer-
tainty and quantity, not about goodness. Also, we saw that the distributiargoodwith other
(un)certainty markers supports idea of modality-sensitivity in vaguen&be. distribution ofa
good particularly in (137)-(140), likewise supports a decompositional arsabfgjuantifier where
a goodis a degree function, likMMANY andMUCH.

| have left a few points abowt goods distribution unexplained. For example, likg@proxi-
mately a goodcan modify nominals in addition to numerHlg but unlikeapproximately a nomi-
nal modified bya goodmust be quantificational (c#a good beef strogangifand may be to some
degree conventionalized?

(171) a. agood number of people
b. agoodamount of coverage
c. agood sum of money

d. agood deal of time

e. agood length of time

f. agood dose of humility

g.

a good chunk of resources

A troublesome offshoot of the data above is that, though | claim they aredegtiee functions, null
MANY anda goodare far from interchangeable, as demonstrated in (172).

109This is not surprising, given the presenceaaind the adjectival status gbod More surprising is tha@ goodcan
combine with numerals (cf.John read a ten booksin fact, some adjectives likkair can combine with nominals to give
a quantificational reading(fair number of peopl)ebut not numerals @ fair ten peoplg (though cf.mediocrg.

110N ote thatmanyin phrases like good many of theiis most likely not the same as Hackl's nMIANY, which should
not co-occur with fellow degree functiangood Instead, this seems to be the non-comparatigeyas inMany people
came

142



172) a. *atleasMANY number of people (cfat least a good number of people
*approximatelyMANY amount of coverage

*aboutMANY sum of money

*more tharMANY deal of time

*exactlyMANY length of time

*less thanMANY dose of humility

*at mostMANY chunk of resources

@ "o o0 0o

This, however, seems largely to do with the lack of a hecessary determimshown by the im-
proved acceptability of the data in (173). They are perhaps not fullgpdable due to these quanti-
ties being too vague to modify in these ways.

(173) a. “?atleast a number of people (a number of people)
b. ??approximately an amount of coverage (?an amount of coverage)
c. ??about a sum of money (a sum of money)
d. ?more than a deal of time (a deal of time)
e. ??exactly a length of time (?alength of time)
f.  less than a dose of humility (a dose of humility)
g. atmosta chunk of resources (a chunk of resources)

This brings up the the matter of the internal structura good | have treated this as a single
unit, and in a number of ways it does act as an idiom. Notablypodcannot be replaced with
similar expressions, demonstrated in (174).

174) a. Johnread a good ten books.

b. ?John read the good ten books. (intersective reading only)
c. ?John read every good ten books. (intersective reading only)
d. ?John read those good ten books. (intersective reading only)

In these examples wheeds replaced with a different functional item, only an intersective reading
is possible (i.e. the books were good, as opposed to bad).
The details, however, | leave to future research.

4.6 Conclusion

In this chapter | provided a decompositional analysiapdroximatelyandaboutthat accounted for
the (lack of) cross-categorial behavior of these modifiers in (17531

(175) a. Johnserved approximately/ about 50 sandwiches.
b. John served #approximately/#about beef stroganoff.

(176) a. What John served was approximately/ about 50 sandwiches.
b. What John served was approximately/#about beef stroganoff.
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Approximatelyis able to modify non-numerals (e.lgeef stroganoffcorrec) by coercing them into
appropriately scalar expressions. The distributioamgroximatelalso reflects its argument struc-
ture @pproximately 50/beef stroganaféquires an additional argument, e gandwichesbefore
combining with the remained of the sentence) and the availability of a copulashifigwhich
obviates the need for this additional argument). The narrower distributiabautis a result of its
inability to coerce scalar readings.

As hypothesized in Chapter 1, this analysis involves a fixed set of pattsdimoine in various
ways: a degree functiodMANY, a good, a measure phrasee( threg etc.), and optionally a degree
quantifier ¢er than exactly approximatelyetc.), shown in (177).

a77)

degree quantifier

-er than degree function measure phrase
exactly MANY ten
approximately MUCH etc.
at least/most a good
about

However, do these parts combine in predictable ways? WHKRERNY is involved, these terms
combine in predictable ways (i.e. any combinatioMANY + measure phrase + degree quantifier
is licit).

(178) a. MANY-er than ten (more than ten)
b. exactly terMANY
c. approximately teMANY
d. atleast/most teMANY
e. about terMANY

MUCH also seems to combine in predictable ways when modifying a (non-coenzdd) &erm
like full. While full is a maximum-standard adjective, note that it is being used as a midpoint
expression (like numberals and other coerced scalars) in these exargts also, that when
aboutcombines with these scalars, it is the directional, not the approxinmetivet(e.g.about full
— not full).

(279) MUCH-er than full (more than full)
exactly full MUCH

approximately fulMUCH

at least/most fulMUCH

about fullMUCH (directionalaboutonly)

T Q 0 T o

This pattern changes whénUCH combines with a coerced scalar. | tie this to their using a
closed prototype scale, not allowing for an open one (or imprecision).
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(180) a. MUCH-er than beef stroganoff (more than beef stroganoff)
b. exactly beef stroganofUCH
c. approximately beef strogandi#JCH
d. #atleast/#most beef strogan®tJCH
e. ??about beef strogandfftyCH

When we considest good which I claim is likewise a degree function, judgments become more
complicated.

(181) a. *agood-erthan ten (a better than ten) (! cf. more than a good)
b. exactly a goodten (syn fine)
c. approximately a good ten (syn fine)
d. atleast/mosta good ten (syn fine)
e. abouta good ten (syn fine)

Most of the examples above seem syntactically fine (though may contairctiogfsemantic/pragmatic
information, as discussed in Chapter 4), except when comparative ologyhis applied directly
to a good

The degree quantifieer thanpicks out the maximal element and asserts that it is greater than
the supplied measure phrase.

(182)  [-erthann] = ADgy.maxAd.D(d) =1) >n

When it applies t@ good it does the same, but with added presuppositions. Though sentences like
John read a better than ten booll® not seem to be grammatical, very similar forms are attested
in the Corpus of Contemporary American English (Davies 2008) and appéave the meaning
predicted by the analysis presented in this dissertation (i.e. ‘more than’ paagpositions of
certainty and sufficiencyjt!

(183)  “We are delivering better than 95 percent of the time,” he added.

(184)  Thewind quickly decreased by continued blowing at better tham@® kor another three
hours, and visibility remained near nil.

(185)  And with all the modifications | just made, | should be able to get betterX68 miles

111possibly even the negative counterpart is attested. While theresidad (i) seems to mean ‘less than’. However,
it doesn’t seem to have a certainty or sufficiency component. Therdfads is probably more along the linesagcore
that is worse than 7%note that thébetter thanexamples appear to lose their certainty and sufficiency components when
given a similar paraphrase).

0] Never mind that no one has ever won the Masters after opening withre sorse than 75.

145



per gallon.

(186) Since 1980, only seven NBA teams have shot worse than 70npé&mme the line during
the regular season, and none made it beyond the first round of thdfplayo

While the picture is somewhat more complicated watlgood (perhaps due to its grammati-
calization), these components so far appear to combine as expectedrtsigpihe compositional
approach to quantifiers pursued here.

Generally, this chapter has served to a) support a decompositionasianaflyguantifiers and
b) identify a split among approximators regarding their ability to appear withtcedescalars. This
split, which can be handled under a decompositional approach, as deaedsibove, makes new
demands of any alternative proposal.

4.A Coerced scalars under GQ Theory

While | have emphasized the strengths of a decompositional theory like K2@®0), the data |
have presented are not necessarily fatal to a GQ theory. The dendtatmpproximatelyin (26)
can be written in a Keenan (1996)-style, shown in (187) and applied 8).(18

(187)  (APPROXIMATELY FIFTY)( A)(B) =T iff |ANB| € {y|50+ 0 >y > 50— o}

(188) John served approximately fifty sandwiches.
(APPROXIMATELY FIFTY)([ Ax.sandwiche&)],[Ax.servedj,x)]) =T iff
|[Ax.sandwiche&)| N[Ax.servedj,x)]| € {y|50+ 0 >y > 50— 0}

In (189), GQ theory exposes the same missing-argument problem thatwia a decomposi-
tional theory (here | assumeoperates over degrees other than those of cardinality).

(189) ??John served approximately beef stroganoff.
(APPROXIMATELY BEEF STROGANOFF)( ?,[Ax.servedj,x)]) = T iff
|?N[Ax.servedj,x)]| € {y|bs+ 0 >y>bs— o}

The ameliorating effect of the copula, might be accomplished in GQ theorg asaimilar type-
shift (yielding something likAPPROXIMATELY BEEF STROGANOFF)(A) =T iff
|A| € {y|bs+ o >y > bs— g}), though | know of no such independently-proposed GQ shifts.

(190)  What John served was approximately beef stroganoff.
Shifted: (APPROXIMATELY BEEF STROGANOFF)( Ax.servedj,x)) = T iff
|Ax.servedj,x)| € {ylbs+ 0 >y>bs—o})
Unshifted:(APPROXIMATELY BEEF STROGANOFF)( ?,[Ax.servedj,x)]) = T iff
|?N[Ax.served],x)]| € {y|bs+ o0 >y >bs— o}
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4 B Derivations

(191) a. More than three people came to the party. (cf. (12))
b. t
maxAd.3x student&) & cttp(x)
& x hasd-many atomic parts istudeny>3

/\

AD gy ma>(/\d D Ad.3x students< ) & cttp(x)
/\ & x hasd-many atomic parts istudent
(o) d /\
[-er than]= [three]=
Ang.ADgp.maxAd.D(d)) >n 3 Ix student& ) & cttp(x)

& x hasd-many atomic parts istudent

/\

A *Qey- Hxstudentéx ) & *g(x

& x hasd-many atomic parts |Btudent [came to the party]=

/\ AX.cttp(x)
et){(et))

A *fiey A *Qen-IX* F(X) & *g(x) [students=
& x hasd-many atomic parts i Ax.student$x)

t))
[[MANY]]—

Adcarg-A * f (et)- A Oet)- ax* f(X) & *g(X>
& x hasd-many atomic parts ir
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(192) a. Three students came to the party. (cf. (15))
b. t
Ix.studentsx) = cttp(x) =1
& x has 3-many atomic parts student

((et)t) (et)
A *Qey-IX.studentgx) = *g(x) =1

& x has 3-many atomic parts student [came to the party]=

Ax.cttp(x)

({et){(eft)) (et

A * ey A *Gren- IX*F(X) =*g(x) =1 [studentg=
& x has 3-many atomic parts in Ax.studentéx)
d (d((en{(eht)))

[three]= [MANY]=

3 Adcarg.A * f(et}-/\ *g<et>.5|x *f (X) = *g(x) =1
& x hasd-many atomic parts ir
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(193) a. John served fifty sandwiches. (cf. (16))
b. t
Ix *sandwiclix) = * js(x) = 1
& x has 50-many atomic parts gandwich

((et)t) (et)
A *Qley - IX *sandwiclix) = *g(x) =1

& x has 50-many atomic parts gandwich Ax. John served
((et)((et)t)) (et)
A * fley A *Qen- IX*F(X) =*g(x) =1 [sandwicheg=
& x has 50-many atomic parts in Ax.sandwiche&)
d (d{(et)((et)t)))
[fifty |= [MANY]=

50 Adcarg.A * f(et) A *g<et>.5|x * f (X) = *g(x) =1
& x hasd-many atomic parts it
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(194) a. Exactly three students came to the party. (cf. (24))

b. t
[3x.studentéx) & cttp(x) & x has 3-many atomic parts student &
—3d[d > 3 & [Ix.studentéx) & cttp(x) & x hasd-many atomic parts istudent]

((dt)t) (dt)

ADgy-D(3) Ad.3Ixstudentéx) & cttp(x)
& —3d[d > 3 & D(d)] & x hasd-many atomic parts istudent
/\ )\d/\t
(d((dt)t)) d Ix.studentéx) & cttp(x)
[exactly]= [three] = & x hasd-many atomic parts istudent
Ang.ADgy.D(n) & —3d[d > n & D(d)] 3

((et)t) (et)
A *Q(ep-Ixstudent&x) & * g(x)

& x hasd-many atomic parts istudent [come to the party]

AXx.cttp(x)

({et){{et)) (et)

A * fieA *Gey - IX*F(X) & *g(X) [studentg=
& x hasd-many atomic parts irf Ax.student$x)
d (d((et)((evt)))
d [MANY]=

Adcard-A * ey A *Qrey-IX* F(X) & *g(x)
& x hasd-many atomic parts irf
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(195) a. John served exactly fifty sandwiches. (cf. (25))
b. t
[Gxsandwiche&) & served j,x) & x has 50-many atomic parts sandwich
& —3d[d > 50 & [Ix.sandwiche&) & servedj X) & x hasd-many atomic parts isandwich]

/\

A D<dt> Ad. HxsandW|che(s< ) & servedj,X)
& —3d[d > 50 & D(d)] & x hasd-many atomic parts isandwich

(d((dtn) g A/\

[exactly]= [fifty |=
Ang.ADgy.D(n) 50 Ixsandwiche&) & served j, x)
& -3d[d > n& D(d)] &Wm
A *Qley- HxsandW|che(s< ) & *g(x
& X hasd -many atomic parts |BandW|ch Ax. John served
/\ Ax.servedj,X)
A *fey A * g<et> Hx f( ) =1 [[sandwmheﬁ-
& x hasd-many atomic parts |ri Ax.sandwiche&)
)
[[MANY]]-

Adcard-A * e A *giey- IX* F(X) & *g(x)
& x hasd-many atomic parts ir
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(196) a. John served approximately fifty sandwiches. = (19) (c)) (27

b. t
dmy € {y|50+ 0 >y >50—-0}
& [Ix.sandwiche&) & served j,x)
& x hasm-many atomic parts isandwich

((dt)t) (dt)
AD gy .3my € {y|50+ 0 >y >50—0} Ad.3x.sandwiche&) & served j,x)

& D(m) & x hasd-many atomic parts isandwich
(d((dt)t)) d Ad t
[approximately]= [fifty = Ix.sandwiche&) & servedj, x)
Ang.ADgy.3my € {yjn+0 >y>n-o} 50 & x hasd-many atomic parts isandwich

& D(m) /\

A * Qe HxsandW|che$< ) & *g(x

& X hasd many atomic parts |BandW|ch [Ax. John servedx]=

/\ Ax.servedj,X)

A ey A* g et> Hx f( X) & *g(x) [[sandW|che$—
& x hasd-many atomic parts ui Ax.sandwiche&)

[[MANY]]— v

Adcarg-A * et} A Yeet)- Ax* f(X) & * g(x)
& X hasd-many atomic parts irf

152



(297) a. What John served was approximately fifty sandwiches. ¢2Q)36))
b. t

3my € {y|50+ 0 >y>50-0} & [[1y.3x.sandwiche§) & x=
& x hasd-many atomic parts isandwich = wjs]

/\

((dtyt)
AD(gy-Img € {y\50+cr>y> 50— 0} & D(m Ad.[ry.3x. sandwmhes()& X=y
/\ & x hasd-many atomic parts |BandW|cI]1 wijs

(o) - d /\
approximately 50

[1y.3x. sandW|cheS< )& Xx=y
& x hasd-many atomic parts isandwich = wjs

W]S Az[ry.3x. sandwn:hes( )& xX=y
& x hasd-many atomic parts isandwich =z

—
what John served /\
(((e)t) (et)) t

was A *Qey -3x.5andwiche&) & * g(x)
A ey -Ax1y[f(Azz=y)] =x & x hasd-many atomic parts isandwich

/\

A* ey A * g<et> Hx f g(x) AX. sandwmheso
& x hasd-many atomlc parts i

/\

(d((et)((et)t)))

d )\dCard et A* get x> f( )&*g(x)
& x hasd -many atomlc parts irf
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(198) a. John serveapproximately gluten-free breagtf. (55))
b. t
dmy € {y|c+0 >y >c— 0o} & Ix: answe(x) & gave j,X)
& xfalls atm on the scale associated with

{({dtt) (dt)
ADygy.dmg € {yjc+ 0 >y>c—0} & D(m) Ad.3x: breadx) & servedj,x)

/\ & xfalls atd on the scale associated with
(@((dyn) d /\

approximately gluten free

¢ 3x : bread(x) & servedj, x)

& xfalls atd on the scale assouated with

/\

AQ(en-3X: bread(x & g(x

& xfalls atd on the scale assouated with Ax.servedj,X)

et) ((ent))

Afien AQrey-3X: F(X) & g(X) bread
& xfalls atd on Ax.bread(x)
the scale associated with

/\>>

MUCH
Ad e Dg.A f(et)-/\ g<et>.5|x. f(X) & g(x)
& xfalls atd on
the scale associated with
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(199) a. What John served was approximately beef stroganoff{5(c))
b. t

Imy € {y|bs+ 0 >y>bs— o} & Ix: x=wjs& xfalls atmon
the scale associated with

((dt)t) (dt)
ADy.3my € {ylbs+ o >y>bs—0}&D(m)  Ad.3x:x=wjs& xfalls atd on

/\ the scale associated with
(d((dnt)) d
approximately  beef stroganoff
Ad

bs t
Ix:x=wjs& xfalls atd on
the scale associated with

/\

Ay. Elx x y
what John served & xfalls atd on
wijs the scale associated with
((et)t))(et)) ((et) ((
was Afey - AQey- Hx f g(x)
Aden (e -AY-A((Axx=y])([Axx=y]) & xfalls atd on

the scale associated with

TN

d (d((et)((etit)))
d MUCH
Adg.A fey . AQey - 3x: F(X) & g(X)
& xfalls atd on
the scale associated with
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5 Conclusion

This dissertation was framed around following questions:

1.What is the nature of vagueness?

(1)

2.How should quantifiers be analyzed?

What is the nature of vagueness? Throughout this dissertation | have supported a heteroge-
neous view of vagueness, one that makes a high-level distinction betvireéh have referred to as
contextually-vague and inherently-vague expressions.

(1) vague expressions

T

contextually vague inherently vague

Within contextually vague expressions, | have further argued that ttiealisn between modal-
and non-modal-generated vagueness is crucial for understanding aamge of phenomena linked
to vagueness. To do so, | built on the distributional asymmetries noted inl&zdiend Stateva
(2007) between epistemic modal modifiers likaybeand non-modal modifiers likaepproximately

| expanded on this work by providing formal accounts of how modal madiféad to approximative
readings. For the four modifiers that received the most attention hereyidpd the following
denotations.

(2)  [approximately] = Ang.ADgy.3mg € {yjn—0 <y<n+0} & D(m)
(repeated from page 42)

(3)  [about] =Ang.ADygy.Img € {yln—0 <y<n+0} & D(m) & oD(n)
(repeated from page 63)

4) [maybe] =AwWA fAp.Nf(w)Np#0 (semi-repeated from page 77)
B) [?Zl=A2wAfAp.Nf(w)n{w|pCcsinw} #0 (repeated from page 77)

Following these[approximately x] expresses that degree in question falls within some contextually-
determined range of (degree) [about x| expresses the same, though also that it is epistemically
possible thak itself is the degree in questiofmaybex] entails no such range restriction, express-
ing only that (propositiony is epistemically possible. Similarly, rising intonation[x?] expresses
thatx epistemically possible but also that the speaker is possibly committed to

| proposed that, along the lines of Krifka (2009), scalars are assdaiatie range information
that allows for their round interpretations, and | formalized this through fami(ies of) functions,
ps and py, introduced in Chapter 2, page 30. When modified by a modal, scalars giemodal
base and ordering source with this information such that, ceteris parilsugpsisible alternatives
to the scalar are items that are scalarly close to it, and the closer the altertetineore likely that
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alternative is. | referred to this approximative readingiasertain approximationa characteristic
behavior of modal-induced vagueness. A second characteristicibefsicensing discontinuous
alternatives and these repeated below from Chapter 1 page 15.

(6)  Uncertain approximation: When uncertainty is interpreted as approximation, where the
exact value is not known, but the approximate value is

@) Licensing discontinuous alternatives:When a range expression is interpreted as referring
to a proper subset of that range

Both of these were seen, for example, in sentences like those in (8) anth@e have approxi-
mative readings where context rules out intermediate ages (e.g. thirty gedreleven days; 203
years), and we see that only modal approximators are felicitous.

(8) a. It's Susan’s birthday today, and she’s maybe thirty.
b. #It's Susan’s birthday today, and she’s roughly/approximately thirty.

9) a. Today would have been my great-great-great-great-greatt-gr@ndparents’ anniver-
sary. They would have been married for a good 200 years now.
b. #Today would have been my great-great-great-great-great@yaadparents’ anniver-
sary. They would have been married for roughly/approximately 20Csyeaw.

This licensing of discontinuous alternatives follows from the accounbviged of uncertain ap-
proximation. Namely, uncertain approximation approximates by means of a finaska| and this
modal base also contains propositions that can rule out alternativescorttiasts with non-modal
range expressions likgpproximatelywhich have no such mechanism for ruling out in-range alter-
natives.

| further showed that some expressions that have traditionally notveetai modal analysis
(e.q. like, abou) demonstrate modal behavior. In sentences like (10), they appear etici®fis
than non-modals likapproximately | use the contrast betwedike andabouthere to argue for
both a modal and a range componenalbmut

(20) a. It's Susan’s birthday today, and she’s like thirty.
b. ?It's Susan’s birthday today, and she’s about thirty.

| also show bothike andaboutto give expected modal concord readings with epistemic predicates
and rising intonation. Through this behavior, | argued that these sheuttthuded in the typology
of modal expressions.

A summary of the typology developed in Chapter 2 is repeated in Table 9. iabaastics
developed in Chapter 2 for determining this categorization are repeatetlanIta

Several of these diagnostics look for modal concord between the madifisome other modal
element §eemmigh), but | also uncover what appear to be concord readings betweesl mod-
ifiers and rising intonation. This is shown in examples like (11), wineagbedoes not contribute
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modal maybe

like

about

non-modal | approximately

exactly

roughly

pragmatic slack/halos/roundness

Table 9: Summary of modal split developed in Chapter 2

+modal +modal —modal
—range +range +range
contextual information accommodation v
interactions with modals
— felicitous withseem
— concord withmight, etc.
— concord with rising intonation
— infelicitous answer w/o rising intonation v

ANENEN
SNENEN

Table 10: Summary of behavior under diagnostics developed in Chapter 2

its own independent layer of epistmic modality.

(11) Amy: What is John’s favorite color?
Ben:

a. Blue?
b. Maybe blue?

In Chapter 3 | developed an analysis of rising intonation to account feetheroposed that rising
intonation has semantic epistemic modal content such that it can participatecord¢avith other
epistemic modals. Specifically, | proposed that rising intonation existentialiytifiea over worlds
that are epistemically accessible from the speaker’'s commitment set (pagend#his interacts
with epistemic possibility adverbs via the Epistemic Commitment Principle | propose (£8),
which allows a reader to conclude that if an agent is possibly committed to agitiop (i.e. if that
proposition is accessible from their commitment set), then the agent believesahproposition
is possible.

How should quantifiers be analyzed? In Chapter 4 | provided support for a decomposition ap-
proach to quantifiers through examining the broader distribution of modifieapkeoximatelyand
about focusing on the differing felicities of these modifiers with coerced andaumnced scalars
in sentences like those in (12)-(13).

(12) a. Johnserved approximately/ about 50 sandwiches.
b. John served #approximately/#about beef stroganoff.
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(13) a. What John served was approximately/ about 50 sandwiches.
b. What John served was approximately/#about beef stroganoff.

| derived the patterns above by building on the decompositional appioddackl (2000). | pro-
vided machinery to handle coerced scalars, where coerced andeored scalars alike cannot be
used attributively (i.e. no attributive type-shift exists for quantifiers, hbaekl), and | introduced
a new copula-specific type-shift to account for the ability of coercedlass to appear in copu-
lar constructions, but not in other constructions. | also proposed #éntgiic modifiers, including
about cannot appear with coerced scalars. This ability provides a furtlieaspng the modifiers

| discuss, repeated in 11.

felicitous with coerced scalars | infelicitous with coerced scalars
modal maybe about

like a good
non-modal | approximately around

exactly

roughly

just about

pragmatic slack/halos/roundness

Table 11: Summary of modifier categorization by modal status and ability to modifiected
scalars

Hackl's decompositional framework provided three items for composincpatdier: a degree
guantifier, a degree function, and a measure phrase.

(14)

degree quantifier

-er than degree function measure phrase
exactly MANY ten
approximately MUCH etc.
at least/most a good
about
etc.

| contributed a new itenMUCH to the inventory of degree functions, allowing this framework
to handle non-cardinal measure phrases fikkand (coerced-scalabeef stroganoff This then
required that these items, as measure phrases, be uniformly a(@pee) in these constructions.
This was facilitated by the type-shift repeated in (15), which takes some itdmmesurns the degree
on the appropriate scale represented by that item.

(15) Degree type-shift
AXr.Xg
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The inner workings of this type-shift, however, remain an important omission

While this dissertation has taken the first steps in understanding the relatweeeneepistemic
modality and approximation, much work remains to be done. While some of thessipns exam-
ined here (includingnaybeanda good have similar effect cross-linguistically, others (including
Approximative Inversion and rising intonation) do not. At present, thetgeocess behind the
grammaticalization of the epistemic component of these expressions is nongelistood.

Despite the differences between modal and non-modal approximatorsninwags they pat-
tern the same. This can be seen in (16) wiamgroximatelyfits right in among modal terms across
a variety of classes of vague expressions (belawayberefers to approximative uses onfaybe
similarly for ~like).

(16)

1. Have precise and imprecise versions 2. Have no precise version
contextually vague inherently vague

relative gradable adjectives/nouns

|
tall,heap

1.1 midpoint 1.2 endpoint |
| * ~maybe

absolute gradable adjectives * ~like

1.1.1 numerals 1.1.2 coerced scalars * approximately
| beef stroganofffull * about

v'~maybe | 1.2.1 minimum-standard 1.2.2 maximum-stahdiagtiabout

v ~like v ~maybe | |
v'approximately v ~like bent wet straight, dry
v'about v approximately \ \
v just about * about * ~maybe v/~maybe
Vjust about * ~like v ~like
* approximately v approximately
* about * about
* just about v'just about

Each of these modifiers is felicitous with midpoint scalars like numerals, bug¢ aom felicitous
with relative gradable scalars. Similarly, none are felicitous with minimum-stdretaiars, but
all are felicitous with maximum-standard scalars miab®ut (also other prepositions likeear,
around. It appears that while each modifier is subtly different, they nonetheteagrise a unified
class of hedges, allowing us to communicate, if not precisely, then at latgttty.
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