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1. Introduction 

The ability to detect change in the environment is important for both humans and 

AI. While humans can be impressively blind to change and struggle to notice large 

visual changes in a scene if their attention is not properly aligned (Resnik et al. 

1997), they can also be quite sensitive to it—e.g., catastrophically losing 

established trust in otherwise-reliable automation as soon as a failure is perceived 

(Zafari et al. 2024). Work in decision-making has shown that humans generally 

have an ability to track subtle changes in the credibility of an advisor over time 

(Diaconescu 2014), and while large language models’ (LLMs’) recent history of 

success with human problem-solving tasks (e.g., Kosinski 2023) suggests they may 

have a similar ability, Zaroukian (2024) is among few research projects that have 

explored LLMs’ reasoning capabilities over longitudinal data.  

Zaroukian (2024) compared the performance of two LLMs (i.e., BigScience Large 

Open-science Open-access Multilingual Language Model [BLOOM] and 

Generative Pretrained Transformer [GPT] 3.5) that were provided 30 days of 

fictional historic weather information from a fictional weatherman. Each day, the 

weatherman predicted either sunny or rainy weather, and each prediction was then 

labeled as correct or incorrect. Following this data, the LLM was prompted to 

generate information about day 31: “Finish this sentence: On day 31, the 

weatherman said it would be. . .,” as shown in Figure 1. 

 

Figure 1. Example of an excerpted LLM input/output from Zaroukian (2024). 

The 30 days of data followed one of six patterns (Table 1). The data was uniform, 

conditional, or probabilistic. “Uniform” indicates that the weather was sunny every 

day, and the weatherman made a correct prediction every day; “conditional” 

indicates that the weather was sunny every day, and the weatherman made a correct 

prediction 50% of the days; and “probabilistic” indicates that the weather was 

sunny 50% of the days, and the weatherman made a correct prediction 67% of the 

days. Additionally, these patterns were either “consistent,” holding across all 

LLM sunny. He was correct. 

 

On day 29, the weatherman 
said it would be sunny. He 

was correct. 

On day 30, the weatherman said 
it would be rainy. He was 
correct.  

Finish this sentence: On day 
31, the weatherman said it 
would be 
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30 days (i.e., the weatherman’s credibility remained stable), or they were 

“inconsistent,” changing on day 16 (i.e., the weatherman’s credibility changed), as 

shown in Table 1. Specifically, for “uniform inconsistent,” the weather remained 

sunny every day, but the weatherman switched to making an incorrect prediction 

every day; for “conditional inconsistent,” the weather remained rainy every day, 

and the weatherman continued to make a correct prediction 50% of the days; and 

for “probabilistic inconsistent,” the weather continued to be sunny 50% of the days, 

but the weatherman switched to making correct predictions only 33% of the days. 

As shown in Table 1, the change in the inconsistent patterns resulted in a lowering 

of the weatherman’s accuracy in the uniform and probabilistic conditions. 

Table 1. Summary of data presented to LLMs as percentage of sunny days and percentage 

of correct predictions in each condition. Adapted from Zaroukian (2024). 

Type Consistency Days Actual weather Predictions 

Uniform 

Consistent 1–30 100% sunny 100% correct 

Inconsistent 
1–15 Same as consistent Same as consistent 

16–30 100% sunny 0% correct 

Conditional 

Consistent 1–30 100% sunny 50% correct 

Inconsistent 
1–15 Same as consistent Same as consistent 

16–30 0% sunny 50% correct 

Probabilistic 

Consistent 1–30 50% sunny 67% correct 

Inconsistent 
1–15 Same as consistent Same as consistent 

16–30 50% sunny 33% correct 

 

To evaluate an LLM’s performance, its responses were compared to human-like 

responses, where it was assumed that a human given the same task would continue 

the most recent pattern (days 16–30). The results show these LLMs were able to 

make human-like responses for day 31 for the simpler patterns (particularly uniform 

consistent) but the responses were less intuitive for more complex patterns. While 

this sheds some light on LLMs’ ability to track a source’s reliability across 

longitudinal data, these results are limited in a variety of ways, such as including 

minimal variation in how the LLM is prompted to complete the sentence about 

day 31. Previous work has shown that even small variations in prompts can 

significantly affect model outputs, and so systematic manipulation of prompts is 

recommended to get a clearer understanding of an LLM’s behavior (e.g., 

Hagendorff et al. 2024; Sclar et al. 2023). Therefore, the current study provides a 

battery of prompt manipulations to more rigorously determine the extent to which 

LLMs can detect changes in the credibility of an information source over time and 

what factors have the greatest effect.*   

 

* The code and data used here are available at https://osf.io/kqvpe/ 
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2. Methodology 

A total of nine manipulations were performed on the inputs from Zaroukian (2024), 

as summarized in Table 2. The first family of manipulations, “likelihood,” 

primarily changes how the LLM is asked to make a prediction about day 31. The 

first way this is done is not by asking about what the weatherman said, but about 

what he likely said. Four variations of this were tested, asking the LLM to complete 

a sentence about what the weatherman “likely said,” “most likely said,” “most 

likely will say,” and “probably said.” These manipulations aim to reduce 

hyperconservatism, which is an LLM’s tendency to avoid committing to a singular 

answer, even when it can generate the correct answer. This method of asking for 

the likely answer has been shown to improve LLM performance of theory-of-mind 

tasks (Strachan et al. 2024). For the second manipulation in this family, “multiple 

choice,” the LLM was not asked to complete a sentence about day 31, but rather to 

select a completion from a list of options. This was done both using a set order of 

four options, as well as by randomly shuffling the order of the options in each 

prompt. Other work with LLMs has found that large enough models tend to be well-

calibrated (i.e., the model’s confidence estimates closely match the probability of 

its output being correct) on well-formatted, multiple-choice questions (Kadavath et 

al. 2022). Additionally, including multiple choices has been suggested to improve 

reasoning, particularly if answer choices are shuffled to avoid a position bias, a 

tendency to prefer options in a certain position (e.g., last) (Hagendorff et al. 2023).* 

For the third manipulation in this family, “generalization,” the LLM is asked to 

predict the winner of a baseball game. This manipulation allows us to see whether 

the LLM is willing to extend the weatherman’s credibility into a new domain. 

  

 

* Note that additional challenges with multiple-choice questions include “token bias,” a bias toward 

a particular label (e.g., “A” when options are labeled [Zheng et al. 2023]), and model performance 

has also been seen to decrease overall when (unlabeled) options are provided (Srivastava et al. 

2023). 
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Table 2. Summary of manipulations, with the LLM’s input broken down into three parts 

(introduction, data, and question). 

Manipulation 
Prompt 

Introduction Data Question 

Likelihood: “likely” None Unchanged “Finish this sentence: On Day 31, the 

weatherman likely said it would be” 

Likelihood: “most 

likely” 

None Unchanged “Finish this sentence: On Day 31, the 

weatherman most likely said it would be” 

Likelihood: “most 

likely” (future) 

None Unchanged “Finish this sentence: On Day 31, the 

weatherman most likely will say it will be” 

Likelihood: “probably” None Unchanged “Finish this sentence: On Day 31, the 

weatherman probably said it would be” 

Multiple choice: single 

order 

“The following is a 

history of a 

weatherman's 

predictions:”  

Unchanged “Using the information above, choose one 

of the following: ‘On day 31, the 

weatherman said it would be sunny. He was 

correct.,’ ‘On day 31, the weatherman said 

it would be sunny. He was incorrect.,’ ‘On 

day 31, the weatherman said it would be 

rainy. He was correct.,’ ‘On day 31, the 

weatherman said it would be rainy. He was 

incorrect.’” 

Multiple choice: 

shuffled 

“The following is a 

history of a 

weatherman's 

predictions:” 

Unchanged Same as multiple choice: fixed order, but 

order of choices is randomized 

Generalization “The following is 

the history of a 

weatherman’s 

predictions:” 

Unchanged “On Day 31, the weatherman said that the 

winner of a baseball game would be Team 

A. He was” 

Inversion None In uniform and 

conditional, all instances 

of “sunny” and “rainy” are 

swapped. 

In probabilistic, “correct” 

and “incorrect” 

probabilities are switched 

(33% correct for consistent 

and for inconsistent days 

1–15, 67% correct for 

inconsistent days 16–30). 

Unchanged 

Comparison None Add a second weatherman 

who is always wrong, “The 

following is a history of 

predictions for 

Weatherman A and 

Weatherman B: 

On day X, Weatherman A 

and B said it would be 

sunny/rainy and 

sunny/rainy, respectively. 

They were 

correct/incorrect and 

incorrect, respectively.” 

“On day 31, Weatherman A and B said it 

would be” 
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The second family of manipulations primarily changes the historical data the LLM 

is given to reason over. The first manipulation in this family, “inversion,” inverts 

selected terms in the input: in the uniform and conditional conditions, all instances 

of “sunny” and “rainy” are swapped (e.g., in the uniform consistent condition, every 

day is rainy and the weatherman is always correct); and in the probabilistic 

condition, all instances for “correct” and “incorrect” are swapped, meaning that the 

weatherman is now 33% correct in the consistent condition and for inconsistent 

days 1–15, and he is 67% correct for inconsistent days 16–30. This manipulation 

explores how sensitive the LLM is to the specific vocabulary used in the prompt 

and was inspired by the disproportionate number of sunny predictions the models 

provided in Zaroukian (2024). For the second manipulation in this family, 

“comparison,” an additional weatherman is added to the data whose predictions are 

always wrong, and the LLM is asked to complete a sentence about each 

weatherman’s prediction for day 31. This explores how well the LLM tracks 

multiple sources of information, beginning with a very simple case where one 

source is always incorrect. Additionally, the contrast between the two weathermen 

may help the LLM identify their respective patterns. 

For each manipulation, as in Zaroukian (2024), the historical data was generated 20 

times for each condition and each string of Introduction + Data + Question was 

provided to the LLM BLOOM via the HuggingFace application programming 

interface (BigScience Workshop, 2022). The LLMs’ outputs were compared to the 

most human-like or “intuitive” answers, assuming that humans would continue the 

most recent pattern (days 16–30) in the input.  

3. Evaluation 

Model outputs were evaluated by comparing the proportion of correct predictions 

in the output with the input under the assumption that humans would provide 

correct predictions at the same proportion as they say in their recent input. The 

percentage of correct predictions in the input for each condition can be seen in 

Tables 1 and 3. For each condition, the absolute value of the difference between the 

percentage of correct predictions in the input and output across all 20 trials is 

computed. To correct for the fact that different conditions have different maximum 

possible differences (see Table 3), the absolute difference values are normalized to 

the range of 0–1 using min–max normalization. Example computations using the 

BLOOM results from Zaroukian (2024) are given in Table 3. 
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Table 3. Summary of values for computing ANAD score using BLOOM results of 

Zaroukian (2024). 

Condition 

Correct in 

input 

(days 16–

30; %) 

Max possible difference 

Correct in 

output 

from 

Zaroukian 

(2024) 

BLOOM 

(%) 

Absolute 

difference 

(|input–

output|) 

NAD 

(|input–

output|/max) 

Uniform consistent 100 100 (if output is 0%) 100 |100–100| = 0 0/100 = 0 

Uniform inconsistent 0 100 (if output is 100%) 0 |0–0| = 0 0/100 = 0 

Conditional consistent 50 50 (if output is 0% or 100%) 85 |50–85| = 35 35/50 = 0.7 

Conditional inconsistent 50 50 (if output is 0% or 100%) 10 |50–10| = 40 40/50 = 0.8 

Probabilistic consistent 67 67 (if output is 0%) 35 |67–35| = 32 32/67 = 0.48 

Probabilistic Inconsistent 33 67 (if output is 100%) 20 |33–20| = 13 13/67 = 0.19 

 

These normalized absolute differences (NADs) are then averaged across all 

conditions to provide a score representing how much the LLM struggled with 

tracking changes in the credibility, referred to as an average normalized absolute 

difference (ANAD) score. The lower this ANAD score, the better the LLM 

performed. 

The results from Zaroukian (2024) using BLOOM are shown in Figure 2. Figure 3 

is a chart of the NADs calculated from these results, with an ANAD of 0.36. This 

ANAD will be the baseline score used as a classification threshold for determining 

whether a manipulation improves the output of this LLM relative to Zaroukian 

(2024). If the ANAD resulting from the output of a manipulation is lower than the 

baseline, it will be classified as a “facilitator;” if it is an increase from this original 

score, then it is an “inhibitor” of the LLM’s human-like reasoning skills. 
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Figure 2. BLOOM input percentages and output histogram from data in Zaroukian (2024). 

Here and below, “sunny/correct” represents LLM continuations of “sunny. He was correct,” 

“rainy/correct” represents LLM continuations of “rainy. He was correct,” “sunny/incorrect” 

represents LLM continuations of “sunny. He was incorrect,” and “rainy/incorrect” represents 

LLM continuations of “rainy. He was incorrect.” UC = uniform consistent, UI = uniform 

inconsistent, CC = conditional consistent, CI = conditional inconsistent, PC = probabilistic 

consistent, and PI = probabilistic inconsistent.  

 

Figure 3. NAD and ANAD scores calculated from data in Zaroukian (2024). 
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4. Results 

4.1 Replication 

Results of a replication of Zaroukian (2024), with no modification to the prompts, 

is presented in Figures 4 and 5. These are similar to the original results shown in 

Figures 2 and 3, although while the original study found a boosting of sunny 

responses (compare the yellow shift from input to output in Figure 2), the 

replication appears to have even stronger boosting of these responses and 

correspondingly generally higher NAD and ANAD scores. Note that the LLM* and 

its inputs are identical here and in Zaroukian (2024), highlighting how relatively 

small the sample size of 20 is.  

 

 

Figure 4. Histogram of LLM responses using the original prompts from Zaroukian 

(2024). 

  

 

* BLOOM version 1.3; dated 6 July 2022. 
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Figure 5. NAD and ANAD scores from the replication of Zaroukian (2024) in Figure 4. 

4.2 Likelihood 

Likelihood manipulations were included with the aim of reducing 

hyperconservatism, but results were mixed (Figures 6 and 7).  

 

 

Figure 6. Histogram of LLM responses for likelihood manipulations. 
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Figure 7. NAD and ANAD scores for likelihood manipulations. 

Manipulations for “most likely” and “most likely” (future) result in all correct 

responses and overwhelmingly sunny/correct responses. This occurs even in the 

uniform inconsistent condition, where the last 15 days of the input are rainy/correct 

(compare to the input shown in Figure 2). This results in high ANAD scores of 0.75 

(>0.36), indicating that these manipulations were inhibitors. “Likely” and 

“probably” manipulations have a more varied output distribution and lower ANAD 

scores (0.28 and 0.33 < 0.36), which classifies them as facilitators although they 

continue to boost the sunny/correct responses compared with both the input and 

original output (Figure 2). This may be evidence of the LLM overcoming its 

hyperconservatism, as it does reflect findings that a hedging belief likelihood 

improves an LLM’s output (Strachan et al. 2024). However, the inclusion of the 

superlative “most” in the “most likely” manipulations may have been interpreted 

by the LLM as a strengthening of belief, exacerbating hyperconservatism. 

4.3 Multiple Choice  

Multiple-choice manipulations were included because LLMs often show good 

performance when prompts are formatted as multiple-choice questions, though 

results here emphasize that this is not a straightforward path to success (Figures 8 

and 9).  
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Figure 8. Histogram of LLM responses for multiple-choice manipulations. 

 

Figure 9. NAD and ANAD scores for multiple-choice manipulations. 

Again, the outputs heavily favor sunny responses, and sunny/incorrect (the second 

option in the single-order manipulation) is the most frequent selection overall, 

followed by sunny/correct (the first option in the single-order manipulation). 

Shuffling answer choices appears to somewhat mitigate this, but both multiple 

choice manipulations act as inhibitors with ANAD scores of 0.60 and 0.45 (<0.36), 
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4.4 Inversion 

The inversion manipulation serves as a form of control and tested whether 

seemingly minor modifications to the original study would affect the output. Here, 

the instances of “sunny” and “rainy” were swapped in the uniform and conditional 

conditions, and the instances of “correct” and “incorrect” were swapped in the 

probabilistic conditions (Figures 10 and 11). 

 

 

Figure 10. LLM input percentages and output histogram for the inversion manipulation. 

 

Figure 11. NAD and ANAD scores for the inversion manipulation. 

Indeed, this manipulation shows a pattern of results very similar to what was seen 
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study were 76% sunny, and the inversion manipulation responses were 78% sunny; 

Zaroukian 2024). 

4.5 Generalization 

The generalization manipulation probes the LLM’s willingness to generalize a 

source’s credibility from one domain (weather) to another (baseball) (Figures 12 

and 13).  

 

 

Figure 12. LLM input percentages and output histogram for the generalization 

manipulation. Responses are coded simply as correct or incorrect. 

 

Figure 13. NAD and ANAD scores for the generalization manipulation. 
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However, in all other conditions (conditions where the source was ever incorrect), 

the source was considered entirely incorrect in the new topic. This is interesting, as 

the source was not predicted to be at chance for the new topic, but was reliably 

incorrect, which seems like a very unhuman-like assessment. 

4.6 Comparison 

For the comparison manipulation, the LLM was presented with predictions from an 

additional weatherman (i.e., Weatherman B) who was always incorrect, every day, 

in every condition. This was done to determine whether the LLM could track two 

separate information sources when one was entirely predictable in its accuracy and 

generally exists in strong contrast to the other source (Figures 14 and 15). 

 

 

Figure 14. LLM input percentages and output histograms for Weathermen A and B for the 

comparison manipulation (the input for Weatherman A is the same as that in Figure 2). 

The presence of a second information source seems to decrease the accuracy of the 

LLM for Weatherman A, which has an ANAD of 0.59 (>0.36). The responses for 

Weatherman A are entirely “sunny,” and the proportion of correct and incorrect 

responses seem to have little relation to the input. The LLM performs better for 

Weatherman B’s very simple pattern, with an ANAD of 0.17 (the NAD and ANAD 

scores for Weatherman B were computed relative to the always-incorrect input). 

Surprisingly, the responses for Weatherman B in each condition were either 100% 

sunny or 100% rainy, despite being 50% sunny and 50% rainy in the input; and in 

the uniform inconsistent condition (where Weatherman A also makes 100% 

incorrect predictions for days 16–30), the responses for Weatherman B were 100% 

correct (the responses for Weatherman A are also 100% correct, suggesting that 

there could have been some difficultly distinguishing the sources).   
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Figure 15. NAD and ANAD scores for Weathermen A and B responses in the comparison 

manipulation. 

4.7 Overall 

The ANAD scores presented above are summarized in Figure 16 relative to the 0.36 

baseline calculated from Zaroukian (2024).  

 

Figure 16. Summary of ANAD scores and manipulations. MC = multiple choice. 
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Only two manipulations were facilitators, improving performance over baseline. 

These were the manipulations that added “likely” or “probably” to the prompt, and 

this addition is believed to have improved performance by reducing the model’s 

hyperconservatism. The other likelihood manipulations, which included the 

superlative “most,” appear instead to have exacerbated hyperconservatism. 

Similarly, the inclusion of multiple-choice options seems to have decreased 

performance, possibly due to a bias that lead the model to overwhelmingly select 

the first (sunny/correct) and second (sunny/incorrect) options, which appears to 

have compounded with the overall bias in the model to select “sunny” responses in 

every condition. High ANAD scores were also seen when the model was asked to 

generalize from weather accuracy to sports accuracy and when a second 

information source was added.  

5. Conclusion 

This study provided nine prompt manipulations to more rigorously determine the 

extent to which LLMs can detect changes in the credibility of an information source 

over time, finding that only the nonsuperlative hedges “likely” and “probably” 

facilitated the LLM’s performance, while superlative hedges like “most likely” and 

the inclusion of multiple-choice options inhibited performance. Additionally, the 

relatively superficial inverting sunny and rainy frequencies had no effect on the 

LLM’s ability to match input correct and incorrect frequencies, but asking the LLM 

to generalize to a new domain or including a contrasting source of information 

inhibited performance. 

These conclusions were drawn using the novel method of comparing input and 

output correctness frequencies using ANAD scores that were used to classify 

manipulations as facilitators or inhibitors relative to the results in Zaroukian (2024). 

In this report, however, these scores only represent one dimension of the LLM’s 

output: whether the weatherman’s prediction was labeled as correct or incorrect. 

Additionally, this method assumes that a human given the same data would match 

the most recent input frequencies, but this has not been tested, and ANAD score 

may not ultimately correlate strongly with desired human-like LLM outputs. While 

this report centers around the idea of detecting changes in credibility, ANAD scores 

do not directly compare outputs from consistent conditions (no change in 

credibility) with outputs from inconsistent conditions (change in credibility) and 

instead lean on the average score across all conditions. Furthermore, the ANAD 

metric currently asks a very simple question: how well do the model outputs match 

the last 15 model inputs? That is, an LLM could receive perfect ANAD scores of 0 

by possessing no ability to detect the change that occurred in the data after day 15 

and by simply ignoring the first 15 days of data. Future work will address this by 
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comparing consistent and inconsistent outputs for various days that will be omitted 

from the input (e.g., days 7 and 22). Future assessments and methodology 

adjustments may include 1) the use of multimodal inputs, as “embodying” the LLM 

by giving it a sense of perspective has shown to improve reasoning capabilities 

(Huang et al. 2022); 2) inputs that simultaneously compare the credibility of one 

information source on two topics, to determine how well an LLM can keep track of 

the changes in the credibility of an information source on two topics at the same 

time; 3) manipulating the model, modifying the temperature of the LLM or 

comparing two different models, such as GPT 3.5 versus GPT 4.0; and 4) increasing 

sample size. Additionally, future assessments and methodology adjustments can 

include improving the ANAD classification threshold calculation by adding an 

estimation of error (directly assessing the relation between the input position and 

output frequency when using multiple-choice prompts) and developing a method 

of calculating a single ANAD score when there are two information sources. 

Initial testing shows that this manipulation-evaluation framework is a promising 

step towards reducing subjectivity and variance in the analysis of LLM reasoning 

capabilities. The results support the premise that question-answering with LLM can 

be improved by engineering prompts to reduce hyperconservatism, with the strong 

caveat that linguistic hedges (including superlatives) may instead increase 

hyperconservatism. Future work will expand the battery of manipulations tested 

and improve the evaluation methodology.  
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List of Symbols, Abbreviations, and Acronyms 

AI artificial intelligence 

ANAD average normalized absolute difference 

BLOOM BigScience Large Open-science Open-access Multilingual Language 

Model 

CC conditional consistent  

CI conditional inconsistent 

GPT Generative Pretrained Transformer 

LLM large language model 

NAD normalized absolute difference 

PC probabilistic consistent 

PI probabilistic inconsistent 

UC uniform consistent 

UI uniform inconsistent 
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