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Abstract. Information Extraction (IE) research has made remarkable progress in 
Natural Language Processing using intrinsic measures, but little attention has 
been paid to human analysts as downstream processors. In one experiment, when 
participants were presented text with or without markup from an IE pipeline, they 
showed better text comprehension without markup. In a second experiment, the 
markup was hand-generated to be as relevant and accurate as possible to find 
conditions under which markup improves performance. This experiment showed 
no significant difference between performance with and without markup, but a 
significant majority of participants preferred working with markup to without. 
Further, preference for markup showed a fairly strong correlation with partici-
pants’ ratings of their own trust in automation. These results emphasize the im-
portance of testing IE systems with actual users and the importance of trust in 
automation.  
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1 Introduction 

With downstream processes for Information Extraction (IE), there is a tendency to con-
sider only automated routines taking annotated text as input for computing co-refer-
ence, translating, populating a knowledge base, developing watch lists, or related tasks. 
Little attention has been paid to human analysts as downstream processors. 

To evaluate progress in computer science for IE system-building research, the Nat-
ural Language Processing community has compared output to gold-standard datasets 
curated by humans who have annotated the named entity items in text as being refer-
ences to entities, in the form of token mentions of IE category types. IE research has 
made remarkable progress in this area using this intrinsic-measure framework. 

Although researchers are always pushing the envelope, most systems for English, 
trained and tested on standard newswire, do very well, particularly in the area of Named 
Entity Recognition (NER) within IE systems. Intrinsic metrics are so high for English 
NER that many consider IE a solved problem [1].1 This work addresses the important 

1  See [2] though for outstanding issues in NER, such as “different definitions of NE, different 
types of text, different languages, and noisy data such as OCR and S2T.”  

DRAFT



issue of what needs to happen to have the technology serve situational awareness, de-
cision making, and other cognitive requirements of human analysts, building a frame-
work in which systems are compared against an extrinsic metric. 

2 Experiment 1 - Testing an Existing IE Pipeline 

In an experiment described in detail in [3], participants were presented sets of sentences 
describing a hypothetical adversarial attack, which they saw plain or with markup from 
an IE pipeline. The participant’s task was to act as analyst and identify the perpetrator, 
target, time, and location of the attack, and their performance with and without markup 
was compared to determine whether the markup was helpful.  

2.1 Participants 

One hundred participants were recruited through Amazon Mechanical Turk to take part 
in this experiment. Each participant was compensated $2.00. 

2.2 Materials and Equipment 

The experiment was created using the Ibex tool for running behavioral psycholinguistic 
experiments (https://code.google.com/archive/p/webspr/) and run online through Am-
azon Mechanical Turk. 

The text used in this experiment was drawn from the Experimental Laboratory for 
the Investigation of Collaboration, Information Sharing, and Trust (ELICIT) [4]. 
ELICIT is a simulated intelligence task containing a number of hypothetical adversary 
attack scenarios. Each scenario is a list of 68 simple sentences that together allow a 
reader to deduce the attacker, target, attack time, and attack location (Who, What, When, 
and Where) of an anticipated adversary attack.2 These roles are identified in this exper-
iment through seven dropdown menus (When is broken down into separate menus for 
month, date, time of day, and am/pm). See Fig. 1 for example sentences from an ELICIT 
scenario. 

The markup presented in this experiment was generated using an IE pipeline devel-
oped at Rensselaer Polytechnic Institute [5] [6], which uses NER and event detection 
techniques. Recognized entities (e.g., person, vehicle, geo-political entity) and events 
(e.g., attack, enter) were shown via bracketing and subscripts, with mouse-over reveal-
ing additional information (e.g., an event’s arguments, the class an entity belongs to). 
See Fig. 1 for an example of ELICIT text marked up through this IE pipeline. 

This experiment also included a demographic questionnaire and a modified version 
of the NASA Task Load Index (NASA-TLX) [8]. The modified NASA-TLX asked 
participants to directly compare the two versions of the task (with and without markup) 
on a variety of workload measures as well as overall task-version preference. Partici-
pants responded to each question by choosing a point on a 21-point scale where the 
ends of the scale represent a strong preference for each of the versions. 

                                                            
2 See also [7] for work with ELICIT and additional scenarios. 
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Fig. 1. Excerpt from an ELICIT scenario showing markup with mouse-over information for “en-
tered”.  

2.3 Procedure 

At the beginning of the experiment, participants completed a demographic question-
naire and read a page of instructions explaining the experiment. Before each test sce-
nario, participants completed an abbreviated practice scenario to familiarize them with 
the task.  

Each participant completed two test scenarios, one with markup (Markup condition) 
and one without (Plain condition), each preceded by an abbreviated practice scenario. 
Accuracy and response time were collected for each test scenario. At the end of the 
experiment, participants completed the workload and preference questionnaire.  

2.4 Results 

Accuracy and Response Time. Participants’ accuracy and response times are shown 
for the plain and markup trials separately in Fig. 2. Overall, these results point to a 
surprising advantage for text without markup over text with markup. 

Accuracy counts (the number of correctly identified attack roles for a trial, from 0 to 
7) are shown on the y axis in Fig. 2. A Wilcoxon signed-rank test indicated that partic-
ipants answered significantly more questions correctly in the plain condition (median 
= 5) than in the markup condition (median = 4.5, p = 0.04), with 46 out of 77 (60%) 
participants scoring higher in the plain condition (23 participants scored the same across 
conditions). 
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Fig. 2. Accuracy count (number of correctly identified attack roles) versus response time in 
minutes for each participant in each condition. Medians are shown as dotted lines. 

Response time is shown on the x axis in Fig. 2. A Wilcoxon sign-rank test indicated 
that participants completed scenarios significantly faster in the plain condition (median 
= 6.19 minutes) than in the markup condition (median = 6.83 minutes, p = 0.02), with 
58 out of 100 (58%) participants responding faster in the plain condition. 
 
Workload and Preference. In the interest of space, workload scores will not be dis-
cussed here, but they are consistent with preference responses, see [3] for details. The 
question on preference, “Overall, which version of the task do you prefer?”, directly 
compared both versions of the task and so was binned as Plain preference versus 
Markup preference (scores of 11, indicating no preference, were excluded from analy-
sis). A Pearson’s Chi-squared test showed a significant preference for plain over 
markup (χ2(1, N=96)=13.5, p<0.001), with 66 participants preferring the Plain condi-
tion and 30 participants preferring the Markup condition.  

While there is an overall preference for Plain trials, there is still a sizeable minority 
who prefer Markup trials, and, descriptively, participants prefer the version of the task 
that they performed better at, as summarized in Table 1.  

Table 1.  Accuracy and speed by preference  

Preference N Condition Median 
accuracy 

count 

Median re-
sponse time 

(min) 
Plain 66 Plain 6 6.82 
  Markup 4 7.15 
Markup 30 Plain 4 4.10 
  Markup 5 5.25 

 
Furthermore, Mann-Whitney U tests shows that participants who prefer the Markup 
version completed the task significantly faster than participants who preferred the Plain 
version (p < 0.01), though their accuracy was not significantly worse (p = 0.33). While 
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this test with its relatively small sample size has fairly low power, these results reveal 
some hope for the markup used here, at least with certain participants. Overall, how-
ever, participants appear to have found the Plain version easier to work with. 

2.5 Discussion 

 
While the IE pipeline tested here is intended to help the downstream human analyst, in 
this experiment, the pipeline’s markup seems to hurt performance, both in accuracy and 
speed. Additionally, participants tend to find that markup leads to higher workload and 
is dispreferred in favor of plain, non-marked-up text. It is counterintuitive that markup 
would be categorically harmful to performance, so there may be forms of markup that 
are better suited to, and therefore more helpful in, this specific task.  

Additionally, not all participants preferred and performed better without markup. 
This points toward the importance of providing options to participants, and it may be 
valuable to identify predictors for whether participants will work well with markup. 

3 Experiment 2 - Testing an Ideal IE Pipeline 

For this experiment, the aim is to design more relevant and accurate markup for ELICIT 
scenarios in an attempt to find conditions under which markup improves performance. 
Further, additional questions are included to provide predictive insight in determining 
which participants would prefer and perform better with or without markup.  

3.1 Participants 

This experiment treated Plain/Markup as a between-participants manipulation, so 200 
participants were recruited through Amazon Mechanical Turk. Each participant was 
compensated $2.00. 

3.2 Materials and Equipment 

Like Experiment 1, this experiment was created using the Ibex tool for running behav-
ioral psycholinguistic experiments (https://code.google.com/archive/p/webspr/) and 
run online through Amazon Mechanical Turk. 

The text used in this experiment is the same text drawn from ELICIT used in Exper-
iment 1.  

The markup used in this experiment was generated by hand by the first author and 
checked by the other authors. It highlights phrases relevant to four types of responses 
(Who, What, Where, and When) that participants are required to provide. While there 
are many ways to judge relevance, the decision was made to highlight all and only 
potential responses (e.g., all and only country names were highlighted as possible 
Wheres). This strategy was chosen to make the markup more relevant than the markup 
in the first experiment without making it too computationally unrealistic or causing it 
to directly give away any answers. See Fig. 3 for an example of marked-up text. The 
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markup here is expressed through background color instead of font color, as we felt this 
better allowed us to maintain four visually distinct categories (Who, What, Where, and 
When) without sacrificing the contrast between text and background color [9], and the 
bracketing and labeling used in the first experiment were dropped as participants often 
commented that they found this distracting. 
 

 

Fig. 3. Excerpt from an ELICIT scenario showing hand-generated markup designed to be as ac-
curate and relevant as possible. 

Like Experiment 1, this experiment included a demographic questionnaire, but an 
additional question about participant occupation was included in hope of finding corre-
lations between reported occupation and preference. Additionally, participants were re-
quired to enter a free-text response at the end of the experiment describing any strate-
gies they used to solve the scenarios. This experiment also included an unmodified ver-
sion of the NASA-TLX (because Plain/Markup was a between-participants manipula-
tion, it would be difficult for participants to directly compare both conditions, so they 
only rated the version of the task that they completed). A preference question was again 
included, asking participants whether, were they to participate again, they would prefer 
the text to appear plain or with markup, indicating their preference by choosing a point 
on a 21-point scale where the ends of the scale represent a strong preference for each 
of the versions. 

3.3 Procedure 

As in Experiment 1, participants first completed a demographic questionnaire and read 
a page of instructions explaining the experiment. These instructions specified that any 
markup they see in the experiment was automatically generated (though in this experi-
ment it was actually generated by hand). Participants then completed two practice sce-
narios, first in the Plain condition, then in the Markup condition. They then completed 
a Trust in Automation survey [10] asking for subjective ratings about systems like the 
one that generated the markup seen in the Markup practice scenario. Each participant 
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completed two test scenarios, both in either the Markup or Plain condition. Accuracy 
and response time were collected for each test scenario. At the end of the experiment, 
participants again completed the Trust in Automation survey, provided their strategy 
descriptions, and completed the workload and preference questionnaire.  

3.4 Results 

Accuracy and Response Time. Participants’ accuracy and response times are shown 
for plain and markup trials separately in Fig. 4. While Experiment 1 showed an ad-
vantage for text without markup over text with markup, the differences here are mini-
mal. 

 

Fig. 4. Accuracy count (number of correctly answered questions) versus response time in minutes 
for all participants, separated by each condition. Medians (with the filtering criterion applied) are 
shown as dotted lines. 

Concerns about speed and consequent quality of responses were raised in Experiment 
1, so for the analyses below only participants with response times of 2 minutes or longer 
for each test scenario were included (150 out of 200 participants). One additional par-
ticipant was removed due to a technical failure, leaving 80 participants in the Plain 
condition and 69 participants in the Markup condition.  

A Wilcoxon rank sum test found no significant difference in the number of correctly 
answered questions between conditions (Plain median = Markup median = 6, 
W=10976, p=0.93, r=0.005).  

An additional Wilcoxon rank sum test found no significant difference in response 
time between conditions (Plain median = 5.73, Markup median = 6.38, W=12005, 
p=0.19, r=0.08). While the effect size here is quite small, it suggests that with more 
power significantly faster response times may emerge in the Plain condition, as was 
seen in the Experiment 1. 
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Workload and Preference. Again, in the interest of space, workload scores will not 
be discussed here, but they were overall similar across conditions. The question of pref-
erence, “If given the choice, which version of the task would you prefer to work with?”, 
was again binned as Plain preference versus Markup preference (with scores of 11 ex-
cluded from analysis). Responses were pooled across both conditions, and a Pearson’s 
Chi-squared test showed a significant preference for Markup (χ2(1, N=124)=23.52, 
p<0.001), with 35 participants preferring the Plain condition and 89 participants prefer-
ring the Markup condition. This contrasts with the first experiment, where all ad-
vantages were in favor of Plain trials. 
 
Demographics and Correlations. Participant responses to questions about whether 
their native language is English, their gender, their age, their level of education, and 
their occupation are summarized in Table 2.  

Table 2.  Summary of responses to demographic questions.  

Question Response category N 
(All) 

N 
(Filtered) 

Language No 27 16 
 Yes 172 133 
Gender Female 86 66 
 Male 112 82 
 Other/prefer not to say 1 0 
Age 18-29 78 45 
 30-49 91 78 
 50-64 25 22 
 65+ 5 4 
Education High school graduate or less 20 15 
 Some college 70 55 
 College degree or more 109 79 
Occupation Science and technology 67 56 
 Arts, entertainment, and media 9 7 
 Education 7 5 
 Legal 13 13 
 Sales 17 10 
 Food preparation and serving 12 6 
 Office administration and support 3 3 
 Accounting and finance 20 17 
 Healthcare and medical 7 2 
 Industry and manufacturing 18 11 
 Law enforcement 15 9 
 Business management 11 10 
 Other 0 0 

 
Neither performance nor preference correlated well with any of the demographic infor-
mation collected, with the exception of Language, where there is a medium positive 
correlation between accuracy and being a native speaker of English, as well as a me-
dium negative correlative between response time and being a native speaker of English. 
Correlation coefficients are shown in Table 3, where one participant (Other/prefer not 
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to say) was dropped from Gender correlations, and Occupation was pooled into Non-
science and technology versus Science and technology.  

Table 3.  Correlation coefficients between collected demographic information and performance 
and preference for Plain and Markup trials. A coefficient is listed as 0 if it is less than 0.01 and 
greater than -0.01. 

Covariates  Plain Markup 
Language Accuracy 0.31 0 
 Response time -0.31 -0.31 
 Preference -0.08 -0.06 
Gender Accuracy -0.10 -0.10 
 Response time 0 -0.14 
 Preference 0.05 0.01 
Age Accuracy 0.05 0.03 
 Response time 0.03 0.14 
 Preference -0.22 -0.13 
Education Accuracy -0.05 -0.20 
 Response time 0.06 0.10 
 Preference -0.05 -0.18 
Occupation Accuracy 0.12 0 
 Response time 0.21 0.06 
 Preference 0.04 0.01 

 
Preference for markup showed a fairly strong correlation with participants’ ratings of 
their own trust in automation (r = 0.39). The correlation between trust in automation 
and objective performance measures, however, is very small (accuracy: r = 0.06, re-
sponse time: r = -0.05). 

3.5 Discussion  

Experiment 1 asked participants to uncover hypothetical adversary attacks described in 
text documents with and without markup from an existing IE pipeline and found that, 
instead of helping, markup hurt performance and was dispreferred to plain text. While 
the markup used in Experiment 2 was hand-generated to be as helpful but realistic as 
possible, it still did not lead to better performance than plain text. This is an important 
warning to researchers trusting that actual automated markup will be helpful. This 
markup, however, was overall preferred to plain text, which is valuable for the overall 
user experience.  

These results also emphasize that the trust in the automation that is used in an IE 
pipeline may be important for user experience and for encouraging users to opt to use 
these pipelines. However, the link between trust in automation and objective perfor-
mance measures in the current study is very small, and experiments like this demon-
strate that the automation need not improve performance. Much remains to be under-
stood about the gap between IE technology and its human user for this technology to 
truly support human-computer interaction. 
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An additional consideration was highlighted by the unexpectedly high number of 
low-quality responses. These were responses that were too quick to represent true at-
tempts to read the texts and identify the hypothetical adversary attack. The participants 
providing these responses were roughly twice as likely to report that English was not 
their native language (11/27 Non-native English speakers were filtered versus 39/172 
native English speakers, shown in Table 3), and they often provided incoherent free-
text strategy descriptions. This might indicate that workers on Mechanical Turk are 
generally not willing to put in the work necessary to do well at this task. However, 
regardless of their performance, this population of workers does not necessarily predict 
the performance of any other population, importantly, intelligence analysts. While 
workers on Mechanical Turk can be helpful due to their availability, it is important to 
include the specific intended end user in the testing cycle. 
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